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1 uHeat-Val¥e?p Effects in the Ground 
Thermal Regime 
A one-dimensional model of a freezing and thawing ground with a seasonally varying sur­
face cover was analyzed. Analytical and numerical techniques were used primarily to 
study the factors that produce differences between the yearly means of the air and ground 
temperatures. It was shown that the variation of the surface cover characteristics in phase 
with the annual air temperature wave can generate the heat-valve effect which is respon­
sible for raising the average ground temperature above the average air temperature. This 
temperature difference was, however, very sensitive to changes to the surface cover prop­
erties indicating how disturbances to the surface cover could cause melting of a perma­
frost soil. 

Introduction 

The construction of pipelines in permafrost regions has recently 
increased interest in the prediction of the thermal regime in the 
ground. Accurate predictions are particularly important for perma­
frost soils with high ice contents since thawing of such a soil results 
in a drastic reduction in its bearing strength. Gold and Lachenbruch 
[1]: have recently reviewed the state of knowledge concerning the 
ground thermal regime and some of the phenomena that1 are ob­
served. 

One interesting observation that relates to the prediction of ground 
temperatures is that the mean ground temperatures tend to be con­
sistently 3-4°C warmer than mean air temperatures at any location 
[1-3]. Here mean temperatures are defined as the temperatures av­
eraged over a year, that is the yearly means. Since considerable vari­
ations in the mean ground temperature have been observed to exist 
from one place to another in an area of the same mean air temperature 
[1,4], the air temperature must not be the only controlling parameter. 
The variability of the ground temperature is also illustrated by the 
fact that the zone of discontinuous permafrost, that is the region in 
which ground temperatures can be either above or below 0°C, exists 
over a range of mean air temperatures from —1.0 to —9.5°C. The 
difference between the mean air and the mean ground temperatures 
and its variability with location has been attributed to a number of 
factors including the seasonal variation of the thermal resistance of 
the surface cover, phase change in the ground and the radiative fluxes 
incident on the surface [1, 5, 6]. The sensitivity of the ground tem-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
June 21, 1976. 

perature to changes in the surface cover has been graphically illus­
trated by the fact that in some areas construction activity which 
disturbed the cover has caused thawing of a previously permafrost 
soil [7]. The effect ofthe surface cover is often described as being that 
of a heat-valve. In the winter the thermal insulation at the ground 
surface is provided by a layer of snow 20-80-cm thick while in the 
summer the only thermal insulation on the ground is provided by 
several centimeters of vegetation cover. Since the winter snow cover 
is a much better thermal insulator .than the summer vegetation a 
heat-valve effect is produced at the ground surface. That is, in the 
winter when heat is leaving the ground the valve closes and in the 
summer when heat is flowing to the ground the valve opens. 

To quantify this effect a simple model of the ground and its surface 
cover will be analyzed. This model will be used to illustrate the role 
of a seasonally varying surface cover coupled with phase change in 
the ground in determining the mean ground temperature and the 
amplitude of temperature variation at the ground surface. 

The Model 
Fig. 1 shows the model that will be studied. The model is one-

dimensional and includes two layers. The surface layer is introduced 
to approximate the effects of a snow cover in winter and a vegetation 
cover in summer. It is assumed that it has negligible heat capacity and 
a seasonally dependent thermal resistance. The net energy flux at its 
upper boundary is approximated by a convective type boundary 
condition as proposed by Scott [6] and Wheeler [8]. This approxi­
mation assumes that the energy flux equations applicable at the 
surface can be linearized such that the net energy flow between the 
environment, and the surface, qa, can be written as 

qa = h0(Ts - Tea) 

where ho is an overall energy transfer coefficient including the con­
tributions due to radiation, convection of sensible heat and mass 
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Fig. 1 The model of the ground and lis surface cover used In the analysis 

transfer, and Tea is an equivalent air temperature which accounts for 
radiative fluxes received by the surface. In the terminology of building 
heat transfer this equivalent air temperature would be the more fa­
miliar Sol-Air Temperature (S.A.T.). It would be estimated in the 
same way using the net radiative flux, i?nct, received by the ground. 
That is 

In this paper it will be assumed that the equivalent air temperature 
is a known function of time during the year and ground temperatures 
will be related to it. 

The resistance of the surface cover layer can be combined with the 
heat transfer coefficient at its upper surface to give an overall heat 
transfer factor, (/, for the transport of heat from the ground to the 
atmosphere. The heat flux to the ground is therefore given by 

qe = U(Tgs - Tea) 

where U~l = d/k + 1/ho. The temperature Tgs is the temperature at 
the ground surface, that is, at the interface between the ground and 
the vegetation cover. In practice for some highly organic soils this 
interface may not be easy to define, however, for the purposes of this 
model it is the interface between the regions where the effect of heat 
capacity is negligible (the surface cover) and where it is not negligible 
(the ground). The heat transfer coefficient between a surface and the 
atmosphere, ho, is typically of the order of 25 W/m2/°C. The thermal 

conductivity of dry moss is approximately 0.06 W/m-°C. Therefore 
with even 2 cm of moss kid « ho and the overall (/-factor is essentially 
the {/-factor of the surface cover. The overall (/-factor will therefore 
be referred to as the surface cover (/-factor in this paper. The equiv­
alent air temperature and the (/-factor will both be approximated by 
harmonic functions with periods of one year but not necessarily in 
phase with one another. The boundary condition applicable at the 
surface of the ground is, thefefore, 

dx 
(( / + AUsina(t + <t>u)) X 

{Tea + ATea sin w(t + (j>T) - T); x = 0 (1) 

In the ground, freezing of the soil moisture will be assumed to occur 
at a discrete temperature, Tf. Properties will also change discontin-
uously across this temperature. The equations of heat conduction and 
energy conservation then give an expression for the time rate of change 
of enthalpy 

d2T 
k = kuf; T>Tf 

dh_. 

dt dx2 '' 

k = kf; (2) T<Tf 

The enthalpy, h, can be related to temperature by the nonlinear ex­
pression 

h = pCf(T - Tf); T<Tf 

h = pCul(T-Tf) + pLs; T>T, (3) 

where the enthalpy is defined as zero for the soil in its frozen state at 
T=Tf. 

The boundary condition applied deep in the ground is that the 
geothermal gradient is negligibly small. That is 

dT_ 

dx 
; 0 ; 

The condition that was applied on the time coordinate throughout 
this problem is that the dependent variables must be periodic with 
a period of one year. 

In the nondimensional variables defined in the Nomenclature 
equations (1), (2) and (3) become 

d^ d2B 
— — Rh — 
8T dp 

«// = ( 0 - 0 * ) ; 

(4) 

. N o m e n c l a t u r e . 

d = depth of surface cover 
h = enthalpy of ground 
ho = overall heat transfer coefficient 
k = thermal conductivity 
( = characteristic depth = (2wk[/(apCf))1/2 

ms = soil moisture content percent dry 
weight 

n = spacial index in difference equations 
p = transformed time variable 
<j„ = heat flux from air to surface 
qg = heat flux from surface into ground 
t = time 
tc = time in one year 
z = parameter p on the complex plane 
Bg = surface cover parameter = (U/(kfRk) 
C = heat capacity of the ground 
H = characteristic enthalpy = pCfATea 

Ls = latent heat of fusion of soil 
Rk = ratio of conductivities 

= kuf/kf, T>Tf 

= 1, T < Tf 

Sf = Stefan number for ground = CfATe„/ 

Ls 

T = temperature 
Tmax = maximum ground surface tempera­

ture 
Tmin = minimum ground surface tempera­

ture 
U = (/-factor of surface cover = k/d 
t ^ amplitude parameter = AU/U 
f = nondimensional depth in ground = x/£ 
v = time index in difference equations 
p = soil density 

T = nondimensional time = o>(£ + 0T) /2IT 
(j> = phase angle between temperature and 

(/-factor = <o/2ir {tf>u ~ <PT) 
4>T = phase angle of temperature variation 
(pu = phase angle of (/-factor variation 
\p = nondimensional enthalpy = h/H 

0) = frequence of temperature wave = 2ir/tc 

A = prefix to indicate amplitude of a vari­
able 

0 = nondimensional temperature = (T — 
Tea)lATm 

6* = freezing temperature = (Tf — Tea)/ 
ATea 

Subscripts 
a = actual air temperature 
ea = equivalent air temperature 
/ = freezing or frozen state 
uf = unfrozen state 
* = surface between air and surface cover 
gs = interface between surface cover and 

ground 
goo = ground below active layer 
0 ,1 , 2, etc. = order of approximation 
A = used to indicate average of a parameter, 

A 
A = Laplace transform of a parameter, A 
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f = Rc(8 - 8*) + 1/Sf; 8>6* (5) 

with the boundary conditions 

(Be/Rk)(l + tsin2tt(T + <j>))(sin2TtT-8); f = 0 (6) 

and 

88 
— = 0; f = 

In these equations the parameter Bs represents the ratio of the 
thermal conductance of the surface cover to an effective thermal 
conductance of the ground. It is therefore equivalent to a Biot number 
for the surface cover. When this parameter is large the effect of the 
surface cover will be negligible. In that case the temperature at the 
ground surface will closely follow the equivalent air temperature. 
Alternatively when Bs is small the surface cover is a very good insu­
lator and the amplitude of the temperature wave at the ground surface 
would be much smaller than the amplitude of variation in the 
equivalent air temperature. The parameters e and 0 represent, re­
spectively, the amplitude and the phase of the variation in the insu­
lating value of the surface cover. Parameters Sf, Rk, and Rc are de­
termined by the properties of the soil and in particular the soil 
moisture content. The Stefan number, Sf, which represents the rel­
ative importance of the sensible and latent heats of the soil is equiv­
alent to the "fusion parameter" used in some depth of thaw calcula­
tions [9]. The final parameter, 8*, is the "climate" parameter in this 
problem. That is, if the average environmental temperature that the 
ground sees, Tea, is greater than the freezing temperature, 7/, then 
8* is negative. Alternatively, positive values of 8* indicate a colder 
climate where the average temperature is less than freezing. 8* has 
been normalized by the amplitude of the harmonic temperature wave, 
ATeo, so that a value of 8* = 1 corresponds to a climate in which the 
peak summer temperature, Tea + ATea, is just equal to the freezing 
temperature. Geographically this condition is approached in the 
Arctic Islands where the mean July temperature is only 4°C. In the 
opposite limit values of 8* < — 1 correspond to climates where freezing 
does not occur even in midwinter. 

In this problem the heat-valve effect of the surface cover is con­
tained in the product of [/-factor of the surface cover and the tem­
perature difference across it in equation (6). A second heat-valve effect 
occurs in the active layer of the ground (that is the layer of ground that 
undergoes phase change during the seasonal cycle of temperatures). 
This effect, which is the result of the fact that the conductivities of 
the frozen and unfrozen soil are different, produces a difference be­
tween the mean temperature at the ground surface and mean tem­
perature below the active layer. This temperature difference which 
was examined in detail in reference [10] is not generally very large. 
Therefore, in this paper only the mean ground surface temperature 
will be calculated with the assumption that the mean ground tem­
perature below the active layer will be close to this value. 

The basic effects of the seasonally varying surface cover can be 
demonstrated for the problem of periodic heat flow to a semi-infinite 
medium without phase change. This problem lends itself to an ana­
lytic solution when the amplitude, e, of the variation in surface cover 
properties is small. The results obtained from this calculation will also 
be used as a check for a finite difference calculation which will include 
phase change and a large amplitude of surface cover variation. 

The equations for the case of no phase change in the ground can be 
obtained by considering a soil with no moisture content. In that case 
the properties of the frozen and unfrozen soil are the same and the 
latent heat of fusion is zero giving Rk = l,Rc= I and l/Sf = 0. Using 
these values in equations (4)-(6) and substituting equation (5) in 
equation (4) give the appropriate equations for this problem. 

<90 

dr 

cP8 

'dp 

30 : Bg(l + e sin27r(r + 0)(sin27TT - I 

(7) 

f = 0 (8) 

30 

at' 0; r-

There are now only three parameters involved—Bg, t and 0. The 
parameter e in equation (8) is physically limited to the range 0-1. 
Therefore, the expansion of the solution for 8 in terms of a series in 
e, thus 

= 00 + efli + «202 • • (9) 

might be expected to give a good estimate of 0 for most values of 6. 
Substituting equation (9) in equations (7) and (8) and selecting terms 
of equal order gives the appropriate equations for 0o, 0i, etc. The 
equations to be solved for 0O are 

dr 

. ^ 0 0 

' dp 
\_dda 

BBdt 
= sin27rr - 0O; f = 0 

and 

50o 

3f 
= 0; f = 

The solution for 0o which is the solution for a constant property 
surface cover will follow that used by Lachenbruck [11] for periodic 
heat flow in a stratified medium. Taking the Laplace transform of 
these equations and solving for the transformed temperature variable 
0O gives, 

2ir£„ 
0o = - -Vpi (10) 

(p2 + (2ir)2)(Be + Vji) 

Since the only part of the solution of interest is that it represents 
the steady periodic state the initial condition used is not important. 
For the transform in equation (10) 0(f) = 0 at t = 0 was assumed. The 
residuals of equation (10) at p = ±2iri are responsible for the desired 
periodic components of the solution. Solving for these residuals 
gives 

00 = {A sin27r(T - f A / I r ) - B cos2ir(r - f A / i i r J I e " ^ (11) 

where 

B-

Bg(Bg + v^r") 

((Bg + V ^ ) 2 + IT) 

B„\G 

((Bg + V^)2 + -K) 

The amplitude of 0o at the ground surface, f = 0, is equal to 

A0gs = VA2 + B2 = Bs((Bg + V 7 ) 2 + T)-1'2 (12) 

which is the same as that obtained by Lachenbruck [11] in the limit 
when the top strata is assumed to have negligible heat capacity. 

The equations to be solved for 8\ are 

30i _ 320i 

dr " dp 

_ J _ 5 0 i 

(90! 

(13) 

-01 + sin2-7r(T + 0) sin2irr — 0Q sin27r(r + 0); 

d{ = o, r = 

(14) 

(15) 

and 

Using the solution for 0o at f = 0 in equation (11) and taking the La­
place transform of these equations gives the transformed temperature 
variable, 0i. 

§i = |(COS2TT0(1 -A)+B sin27T0) 8ir2/p 

+ (sin2ir<Ml,- A) + B cos2ir<t>) 2ir 

+ sin27r0 Bp\ e^Pi ((4TT)2 + p2)""1 Be(Be + Vp")"1 (16) 

The function 8\(x, z) on the complex plane, z, has poles at z = ±4TTI 
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Fig. 2 The effects on the mean temperature difference produced by the in­
sulating value of the surface cover and the amplitude of its seasonal varia­
tion 

and a branch point at 2 = 0. Its inversion to the real t plane can be 
performed by integration around a semicircular contour with a branch 
cut along the negative real axis (see Lauchenbruch [11]). Using such 
a contour it can be shown that 

where 

and 

i(x, t) = Y. Res(±47rt) +I1 + I2 

1 r°° 
h = j e~tr [6i(x, re~") - 8{x, rel")]dr 

2iri Jo 

^ l i m f 
2iri p—o JcP 

etz e1{x, z)dz (17) 

The residuals at ±4irj give a component of the harmonic ground 
temperature variation which has a frequence of twice the annual 
ground temperature wave. This harmonic when combined with the 
fundamental harmonic in equation (11) produces an asymmetry of 
the temperature wave about its mean value. It does not however 
change the mean value since the average of these harmonics over a 
yearly cycle is zero. 

Evaluating 7i for t -» <» shows that this term decays exponentially 
with time for large times. It, therefore, represents transient temper­
atures that result from the arbitrary choice of the initial ground 
temperature distribution and is of no interest in this calculation, li 
is the integral from — IT to +ir around a small circle, Cp, of radius p 
encompassing the origin. Inserting the expression for 61 into this in­
tegral and taking its limit p - * 0 inside the integral the value of 72 can 
be evaluated. 

h = [(1 - A) cos2ir0 + B sm2w<t>]/2 

Referring to equation (9) the average value of 8 to first order in e 
can now be calculated. The average of Bo in equation (11) is zero and 
the only term to contribute to H\ is the constant value I2. Substituting 
the expressions for A and B into I2 gives 

t V(BsVlr + 2ir) COS2TT0 + S„V'IT sin2ir0] 
(18) 

2 L (Bg + VV)2 + -K J 

It will also be noted that the average ground temperature is not a 
function of depth in the ground. This is the expected result when no 
phase change occurs in the ground. The average ground surface 
temperature Tgs can therefore be calculated directly from equation 
(18) knowing that 

(TSs — Tea)/ATea = 0gs = d 

To study the effects of phase change and of large amplitude vari­
ations in surface cover equations (4)-(6) were solved numerically. The 

model that results from using these equations is called the enthalpy 
model, the rationale of which has been discussed by Shamsundar and 
Sparrow [12]. The important feature of this model is that the enthalpy 
rather than the position of the fusion front is used as the dependent 
variable that determines where phase change is occurring. 

For the numerical calculations the top 8 m of the ground was di­
vided into forty equally spaced depth intervals. This depth was chosen 
so that the calculated temperature fluctuation at the bottom node was 
insignificant. 

A straight forward Euler scheme was used for time stepping the 
solution ahead. Equation (4) in different form becomes 

*»' 
T A0I „ A0I 1 

'n' + \Rk—\ +Rk—\ 
L A f l - Afl + J 

A T 
(19) 

where v is the time index and n is the spacial index. In the interior of 
the nodal grid A0/Af|_ = (0„-i» - 0n")/Af, A0/Af| + = (0n+i" -
0n")/Af, and Rk, which is the temperature dependent conductivity 
ratio, is chosen on the basis of the average value of 8 in the appropriate 
node interval. For the node at the ground surface Rk A0/Af | - must 
be replaced by the value of Rk 38/d f calculated from the boundary 
condition in equation (6). Similarly, A0/Af|+ is set equal to zero for 
the bottom node of the grid. 

For known values of \p and 6 at a time index v a new set of values of 
\p at time v + 1 can thus be calculated from equation (19) and its 
boundary conditions. Since 0 is a unique function of \p (the reverse is 
not true) equation (5) can then be used to calculate values of 8 at time 
v + 1. This completes one iteration and gives all the starting values 
required for the next. To start the calculation an arbitrary initial 
thermal state of the ground must be chosen. Usually, a uniform 
temperature equal to the mean equivalent air temperature, that is 8 
= 0, was used. The solution was then stepped ahead through enough 
yearly cycles so that the ground temperatures reached a steady peri­
odic state. Time steps of the order of 2 X 10~4 years were required to 
maintain stability of the solution. 

For most conditions the ground temperatures were periodic within 
0.5°C after five cycles. For some cases where the ground temperature 
was near 0°C much longer times were required, 15-20 cycles, before 
the effects of the initial conditions disappeared. For each numerical 
calculation the main outputs that were of interest were the average 
temperature of the node at the ground surface as well as its maximum 
and minimum temperatures during the last yearly cycle in the cal­
culation. 

Results 
The phase angle <j> in equation (18), as defined in the notation, is 

the difference in parts of a year between the phase of the [/-factor 
variation and that of the equivalent air temperature variation. 
Therefore for <l> = 0 the minimum winter temperature coincides with 
the minimum surface heat conductance. This would be the normal 
situation since the snow cover in winter normally has a much lower 
heat conductance than the summer vegetation. If, however, the snow 
cover was being removed or compacted by some means it is possible 
that the opposite situation may occur. In this case <j> = 0.5. For most 
of the following results <t> = 0 will be used although with a simple 
change of sign the results equally well apply to the case of <j> - 0.5. 

Fig. 2 summarizes the effects of surface cover variations on the 
mean ground temperature in the absence of phase change. In the 
figure 8gs/e represents the mean temperature difference between the 
ground surface and the air normalized by the amplitude of the 
equivalent air temperature wave, ATea, and the amplitude of the 
surface cover variation, e. Equation (17) suggests that this parameter 
should be a unique function of Bg for small e and <j> = 0. The curve 
marked "approximation" in Fig. 2 is the result calculated from 
equation (17). To compare this analytic result with the results of the 
finite difference calculations the computer simulations were run at 
about 100 different combinations of Bg and e in the ranges 0 < e < 1 
and 1 < Bg < 20. The numerically calculated mean ground tempera­
tures were normalized as in Fig. 2 and curves fitted to the results. A 
check of the accuracy of the numerical scheme used in the computer 
simulation was provided by the fact that the numerically calculated 
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results were within 10 percent of the first order analytic results for 
E less than 0.5. The numerically obtained curves for E in the range 
0.5-1.0 are shown in Fig. 2 along with the approximation for 
small E. 

The physical magnitude of the mean temperature difference can 
now be estimated from Fig. 2 for some typical field conditions. The 
typical surface cover for the zone of discontinuous permafrost was 
considered to consist of an average of 6 cm of dry moss in summer and 
an average of 40 cm of settled snow in the winter [4, 13]. Using these 
estimated surface cover depths and the thermal conductivities given 
at the bottom of Table 2 the corresponding mean V -factors during 
the summer and winter seasons can be calculated. The procedure 
discussed in reference [10] for obtaining the best fit sine wave for this 
variation in V-factor then gives TJ = 0.6 and E = 0.65 for the case 
considered. The soil properties considered typical [2] were those for 
a fine grained soil with a moisture content of 30 percent of dry weight 
(Table 1). 

Table 1 Soil properties for a fine grained soil dry density 1200 
kg/m3 and moisture content of 30 percent of dry weight [9] 

ht = 1.7 Watts/m-oC 
hut = 1.1 Watts/m-oC 
pCt = 1.6 X 106 Joules/m3-oC 
pCut = 2.4 X 106 Joules/m3-oC 
pLs = 120 X 106 Joules/m3 

The results in Fig. 2 do not account for the effects of phase 
change or the changes in soil properties that result. Therefore to es­
timate the mean ground temperature from this figure the averages 
of the frozen and unfrozen properties were used. With these surface 
cover and soil properties, the value of Bg was calculated as 2.05. These 
values in Fig. 2 give (Tgs - Tea)/ t1Tea = 0.19. For a northern climate 
t1Tea = 22°C is typical. It follows then that for these conditions the 
average ground surface temperature will be about 4.2°C warmer than 
the mean equivalent air temperature. 

In Fig. 3 the effects of the parameters Bg and E on the maximum and 
minimum temperatures at the ground surface are shown. In this figure 
the "approximate" curves are the temperature limits obtained from 
equation (12). These curves, which represent the amplitude of the 
temperature wave at the ground surface when no seasonal variation 
in the surface cover occurs, are the same as those obtained by La­
chenbauch [11]. As was the case for the mean temperature calcula­
tions, the numerically calculated results agreed with the approximate 
curves for values of E less than 0.5. The dashed curves in Fig. 3 for 
values of E greater than 0.5 were again obtained by fitting curves to 
the numerically calculated results. They show that a large amplitude 
va~iation in surface cover produces an additional decrease in the 

Table 2 Calculated ground temperatures 

Mean Mean Mean Ground Surface 
Case Summer Wi nter Tem~erature 

No. Surface Surface 
Tea =-3.0 Tea=-7.2 T =-10.5 Cover Cover ea 

6 em 40 em 2.6 -1.0 -5.4 
Dry moss Settl ed 

Snow 

Same as 80 em 5.9 2.3 0.3 
No. 1 Settled 

Snow 

Same as 20 em -0.2 -4.9 -8.6 
No. 1 Settled 

Snow 

3 em Same as 4.4 1.8 -0.3 
Dry moss No. 1 

Same as 10 em -3.9 -8.0 -11.1 
No. 4 Packed 

Snow 

k(Ory Moss) = 0.06 Watts/m-oC (Ref. 9); k(Settled Snow) = 0.12 Watts/m-oC 
(Ref. 14); k(Paeked Snow) = 0.30 Watts/m-oC (Ref. 14) 
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Fig. 3 The effects on the amplitude of the ground surface temperature wave 
produced by variations in the surface cover 

amplitude of the surface temperature wave over and above that cal­
culated by Lachenbauch for the equivalent constant property surface 
cover. An asymmetry in the ground surface variation about its average 
value is also apparent in Fig. 3. 

The influence of phase change on these results will be illustrated 
using the typical field conditions described previously. In Fig. 4 the 
maximum, mean, and minimum temperatures experienced at the 
ground surface are shown for these conditions. The dashed lines are 
the results predicted for the typical field conditions when phase 
change was not considered. The solid curves were obtained from nu­
merical calculations including the effects of phase change. The first 
observation to be made is that phase change produces a nonlinear 
relationship between the mean ground surface temperature and the 
equivalent air temperature and the maximum effect of the phase 
change occurs when the mean ground temperature is near the freezing 
point. When the effects of phase change were neglected the mean 
ground surface temperature was found to be 4.2°C warmer than the 
equivalent air temperature (dashed line). With phase change the mean 
ground temperature is raised an additional 2.2°C when the ground 
is near DoC. As a result the average ground temperature is above 
freezing; that is there is no permafrost, for this particular combination 
of surface cover and soil properties unless the equivalent air tem­
perature is less than -6.4D C. 

The other major effect of phase change is to decrease the amplitude 
of the temperature wave at the ground surface. This effect is generated 
by the fact that the minimum ground temperature tends to stay near 
the freezing point for mean ground temperatures above freezing and 
the maximum ground temperature stays near freezing for mean 
temperatures below freezing. This behavior occurs even without a 
variation of surface cover properties, however with the surface cover 
variation an asymmetry in the effect occurs. That is, for the type of 
surface cover variations considered the minimum ground temperature 
is increased more than the maximum ground temperature is de­
creased. This is of course consistent with the fact that the mean 
temperature increases due to these surface cover variations. One in­
teresting effect of phase change is that the minimum ground tem­
perature for a permafrost soil will be much colder than the minimum 
ground temperature for a nonpermafrost soil even though their mean 
temperatures may only be a few degrees different. This effect appears 
in Fig. 4 as a very sharp drop in minimum ground temperatures at an 
equivalent air temperature of about -7°C. 

The results in Fig. 4 werEj for one particular set of surface cover 
conditions. To illustrate the sensitivity of the mean ground temper­
ature to changes in the surface cover Table 2 gives the calculated 
ground temperatures for various surface covers at three values of the 
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B„ = 2.05 

. = 0.65 
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Fig. 4 The relationship between the ground surface temperatures and the 
equivalent air temperature for a typical surface cover 

mean equivalent air temperature (—3.0, —7.2, and —10.5°C). These 
values are estimated to correspond, respectively, to the southern 
fringe, the middle and the northern limit of the discontinuous per­
mafrost zone. Case 1 uses the "typical" surface cover conditions used 
in Fig. 4. In Cases 2-4 the effects of factor of two changes in the 
summer and winter [/-factors are shown. These estimates were chosen 
to represent the possible range of surface cover properties that may 
be encountered for naturally occurring surfaces. It will be noted that 
at all three locations permafrost may or may not exist depending on 
the properties of the surface cover. This is consistent with the fact that 
the zone of discontinuous permafrost extends over an air temperature 
range of about 8.5°C. A comparison of the differences between the 
calculated ground temperatures in Case 1 and those in Cases 2-4 
shows that a factor of two change in the surface cover properties can 
produce changes of from 1.8 to 5.7°C in the mean ground temperature. 
It is therefore apparent that the sensitivity of the ground temperature 
to surface cover changes is dependent on the equivalent air temper­
ature and the type of change involved. However, it may be reasonable 
to use the average sensitivity of 3.5°C for a factor of two change in 
surface cover as an approximate guide for estimation purposes. A 
comparison of Case 1 and Case 4 at an equivalent air temperature of 
—7.2°C shows how a disturbance that reduces the thickness of the 
vegetation cover in summer could result in the melting of a permafrost 
soil. The ground temperature which was —1.0°C in Case 1 was raised 
above freezing (1.8°C) in Case 4 just by decreasing the summer veg­
etation cover from 6 to 3 cm. It has been suggested that in areas where 
summer vegetation is likely to be disturbed by construction activity, 
compaction of the winter snow cover would be a good method of in­
suring that a permafrost soil stayed frozen. Case 5 indicated that this 
measure could be very effective in lowering the mean ground tem­
perature and thus maintaining the ground in a permafrost state. 

Conclusions 
In the ground thermal regime, differences between the mean air 

temperature and mean ground temperature can be produced by a 
number of phenomena. Seasonal variations in ground surface cover 
is one of the main factors. The difference in mean temperatures is the 

result of the fact that variations in the thermal characteristics of the 
surface cover occur in phase with variations in the temperature gra­
dients across the surface cover thus producing a heat-valve effect. It 
was found that the effect of phase change occurring in the ground was 
to amplify the heat-valve effect when the mean ground temperature 
was near the freezing point. This produced a nonlinear relationship 
between the mean ground temperature and the mean equivalent air 
temperature. 

It was also demonstrated that changes by a factor of two in the 
thermal characteristics of the summer or winter surface cover could 
produce changes in the mean ground temperature of 3.5° C on the 
average. The exact amount of the change depended on the location 
and type of change involved. This means that disturbances to the 
surface cover which produce such changes in its thermal character­
istics could cause melting of a permafrost soil if its original temper­
ature was within abut 3.5°C of the freezing point. Also, since the 
ground temperature is very sensitive to the characteristics of the 
ground surface cover, the accurate prediction of ground temperatures 
would require very good data on the properties of the surface cover 
layer and their seasonal variations. 

Prediction of ground temperatures would also require a knowledge 
of the relationship between the equivalent and the actual air tem­
peratures. In the model studied the equivalent air temperature was 
assumed to be known and the ground temperature was calculated 
relative to it. To complete this model investigations are continuing 
into methods of calculating the equivalent air temperature from the 
balance of energy fluxes at the air-surface cover interface. 
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Thermal Aspects of Cryosurgery 
Tissue reactions to cryosurgical procedures depend on temperature variations and on 
rates of temperature variations induced by freezing probes. In this paper thermal re­
sponses of biological systems undergoing freezing are obtained through the application 
of the finite element method to the solution of the nonlinear bio-equation. This model al­
lows realistic predictions of isotherm fields and of rates of freezing in practically any cryo­
surgical procedure. 

Introduction 

Certain well known phenomena, concerning the destructive effects 
of freezing on living tissues, account for the broad applicability of 
modern cryogenic surgery in virtually all of the surgical specialities 

[I]-2 

The employment of heat sinks at low temperatures as surgical tools 
is relatively safe since there is little or no body reaction to localized 
freezing. Shape, rate of growth, and ultimate size of the "cryolesion" 
in different biological tissues can be determined and reproduced by 
controlling known or easily measurable parameters such as temper­
ature, shape, dimensions, and time of application of the cryoprobe. 
Even biological variabilities, such as heat capacity, thermal conduc­
tivity, metabolic heat generation, and blood perfusion rate can, at least 
in principle, be evaluated and accounted for in planning cryosurgical 
instrumentation and specific surgical procedures. 

However, despite its variety of very promising applications, cryo­
surgery, as presently practiced, is highly empiric. Extensive biblio­
graphic surveys of papers describing the various cryosurgical proce­
dures show that control of the cryolesion is mostly an art that is gained 
from experience [2]. 

Actually, analytical and numerical heat-transfer models have been 
developed to aid the surgeon in predicting the rate of growth and 
ultimate steady-state size of the frozen region [3-8]. However, ana­
lytical solutions have only been obtained for a few one-dimensional 
cases while digital computer programs, based on the finite difference 
method, have been successfully used only with reference to relatively 
simple two-dimensional configurations. 

In this paper we describe applications of the finite element method 
representative of analyses that can be performed to investigate the 
thermal response of complex biological systems undergoing cryo-

1 Also: Laboratorio per la Tecnica del Freddo del C.N.R., corso Stati Uniti, 
Padova, Italy. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
May 19,1976. 

surgery. Since complicated geometries, different materials, temper­
ature dependent thermophysical properties, and time-dependent 
boundary conditions can be accounted for in our codes, the results 
obtained should be of a certain interest even if, as yet, our model has 
not been verified experimentally "in vivo." 

Formulations of the finite element method for nonlinear heat 
conduction problems involving phase change have been reported in 
[9,10]. The program used for the present research, however, includes, 
as a new feature, the term concerning the heat exchange between 
blood and tissue. 

Basis of Freezing Injury [11-15] 
At slow rates of cooling, tissues tend to freeze extracellularly. Slow 

cooling rates encourage also the growth of a few crystals to very large 
size. When these develop in the extracellular spaces, migration of 
water out of the cells occurs because of pressure gradients induced, 
probably, by the combined influence of concentration differences and 
capillarity. The ultimate end of such a process is dehydration of the 
cells and the development of external ice crystals which can be many 
times the size of individual cells. 

As the rate of cooling is increased, the migration of water out of the 
cells may become inadequate to support the rapid growth of extra­
cellular crystals. As a consequence, intracellular ice formation occurs, 
probably from growth of external ice through minute water-filled 
pores in the cell membrane. 

There is much experimental evidence that cells can be damaged 
during freezing by mechanical and/or biochemical causes. 

It is difficult to prove any mechanical injury resulting from the 
presence of extracellular ice crystals in soft animal tissues. Probably 
the best evidence against the universality of a mechanical basis of 
extracellular freezing injury is found in the frostbite literature. Many 
investigators have demonstrated tissue freezing and yet, with ap­
propriate remedial action, have avoided tissue loss. 

Quite a different situation instead is found with respect to intra­
cellular ice formation, which is almost invariably lethal to cells. 
However, it is fair to say that, while the proposition that intracellular 
freezing can be mechanically injurious is entirely acceptable in view 
of the complex internal structure of nucleated cells, there is no con­
clusive evidence to support the mechanical nature of the intracellular 
ice-formation injury. 
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Rapid freezing can also cause macroscopic mechanical damage to 
relatively large specimens, due to the freezing and hardening of the 
outer surface prior to freezing and expansion of the interior. The large 
stresses resulting from this differential expansion might explain why 
cells are more likely to be destroyed by freezing "in vivo" than "in 
vitro" conditions. 

Other than the physical development of ice crystals and the his­
tological distortion they produce, the only other known immediate 
direct result of freezing is dehydration. As water is removed from the 
cells to form ice during extracellular freezing, there occurs a gradual 
concentration of cell solutes, an event that leads to damaging bio­
chemical reactions which often prove lethal. 

While the nature of the reactions, or combination of reactions, 
producing cell injury is not well known, there is much evidence that 
damaging biochemical processes proceed with a time-temperature 
relationship. Injury increases with increasing time and is greater with 
lower rates of cooling, since slower cooling means a longer time of 
exposure at the most dangerous temperatures between the initial 
freezing point and the eutectic point. At temperatures below the eu-
tectic point the rate of all chemical reactions drops markedly since 
no liquid water is present. At very low temperatures the rate of nearly 
all biologically significant reactions becomes vanishingly slow. All 
liquid water will either have frozen or set into a rigid glass, so that 
prolonged permanence at temperatures below —130 to -160°C, does 
not produce measurable chemical alterations.. 

Macroscopic Aspects of Freezing in Living Tissues 
In most biological substances water is the major component. Thus, 

when these materials are cooled below 0°C, ice formation occurs, 
starting at a temperature T,-, usually in the vicinity of —1°C, which 
depends on the molar concentration of the soluble cell components. 
As the temperature is progressively reduced, more and more water 
is turned into ice and the latent heat of ice formation adds to the 
sensible heat involved in cooling both ice and the unfrozen solution. 
This leads to large variations in heat capacity with respect to tem­
perature, while thermal conductivity also changes considerably, 
mainly because the thermal conductivity coefficient of ice is almost 
four times greater than that of water. For most biological materials 
the largest part of the freezing process takes place in a temperature 
interval between —1 and — 8°C, while the largest variations of heat 
capacity occur between - 1 and —3°C. Only at temperatures ranging 
from —20 to — 40° C and below is there no more measurable change 
with temperature in the amount of ice present, and the remaining 
water, if any, can be considered as nonfreezable [16]. However, for 
practical purposes, a lower limit Tf to the phase change interval can 
be defined on the basis of a ratio of ice to total water content of, say, 
90 percent. This choice, in addition to providing an easily applicable 
criterion, allows one to approximate heat capacity and thermal con­
ductivity curves below Tf by means of constant values. In [17, 18] it 
has been shown that a triangle and a straight line can be used to in­
terpolate heat capacity and thermal conductivity of biological ma­
terials in the phase-change zone (see Fig.' 1). Different shapes for the 

1 latent heat i 
effect -. A 
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Fig. 1 Estimation of heat capacity and thermal conductivity in phase change 
problems 

interpolating curves have also been tested but improvements ob­
tained, if any, do not justify additional complications [17]. 

For homogeneous biological materials, values of heat capacity and 
thermal conductivity above and below freezing, and values of the la­
tent heat effect can be estimated very simply from the knowledge of 
the total mass fraction of water [18]. 

In living animal tissues, the effects of metabolism and of blood flow 
must not be overlooked [19]. 

Rates of metabolic heat generation Qm and of blood flow rhb are 
both functions of temperature. For convenience, linear variations of 
these quantities can be assumed, starting, for example, from zero 
values at Tu, = —0.5°C, the initial freezing point of plasma [20] (see 
Fig. 2). 

Average values of Qm and rhb for several tissues are reported in 
literature [3-5,21-23]. 

In cryosurgical applications the systemic arterial temperature is 
always greater than the local tissue temperature and, as such, the 
warm blood heats the tissue and interferes very effectively with the 
spread of the cold field. 

The heat exchange between blood and tissue is given by the ex­
pression: 

+ mbcb(Tal T) 

where Tar, Toe are, respectively, local temperatures of arterial and 
venous blood; har, hoe are overall heat transfer coefficients between 
arterial and venous blood and the tissue, and aar, aoe axe areas of heat 
transfer per unit volume of tissue [19, 22]. 

Heat transfer takes place from the arteries into the tissue space and 
from the tissue space to the veins. Besides, blood is perfusing capil-

»Nomenclature= 

<W, o-m = average heat transfer area per unit 
volume (m"1) 

c = specific heat capacity (J/kg-K) 
h = overall heat transfer coefficient (W/ 

m2-K) 
H = enthalpy per unit volume (J/m3) 
k = thermal conductivity (W/m-K) 
(x, (y\ tr, (z = direction cosines of the out­

ward normal to the boundary surface 
rhb = blood flow rate per unit volume (kg/ 

irAs) 
q = heat flux density (W/m2) 
Q,„ = rate of metabolic heat generation 

(W/m3) 

r, z = cylindrical coordinates (m) 
s = distance in the direction of the tempera­

ture gradient (m) 
t = time (s) 
T = temperature (°C) 
x, y = Cartesian coordinates (m) 
a = convective heat transfer coefficient 

(W/m2-K) 
T = boundary surface (m2) 
p = density (kg/m3) 
Q = domain of definition (m3) 

Subscripts 

ar = arterial 
b = blood 
/ = final 
i = initial 
m = metabolic 
P = peak 
t = at the time instant t 
ve = venous 
w = surface 
0, 1, 2 = reference 

Superscripts 

e = element 
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Fig. 2 Estimation of metabolic heat generation and blood perfusion rate In 
living tissues 

laries at a local flow rate per unit volume mb. The blood enters the 
capillaries at the local arterial temperature Tar but, because of the 
large surface-to-volume ratio and the relatively long residence time 
of blood in the capillaries, it equilibrates with the tissue temperature 
T before being collected in the venous system. 

Generally, the terms haraar(Tar — T) and hveane(TDe — T) are not 
known, due to the complexity of the geometrical and physiological 
parameters involved. Volumetric average blood perfusion rates mb, 
instead, are better known for various organs and tissues. Conse­
quently, heat exchange between blood and tissue is usually calculated 
from the expression 

mbcb(Tb - T) 

and, in order to obtain analytical or numerical solutions, the average 
blood temperature Tb is assumed to equal the systemic arterial 
temperature Tar [3-5,19, 23]. 

When studying temperature distributions in tissues which are 
perfused primarily by capillary vessels the foregoing approximation 
yields satisfactory results [23]. 

Formulation of the Problem 
The problem considered in this paper is governed, in a two-di­

mensional region 0, by the nonlinear parabolic equation 

dT d / . dT\ d / , d T \ 
— ( " y — 

dt dx \ dx/ dy \ dy 

subjected to boundary conditions 

T=T 

pc 
I dT\ d / , dT\ 
(kx—)+ — Iky—) + Qm + mbcb(Tb-T) (1) 
\ dx/ dy \ dy/ 

(2) 

(3) 

on part of the boundary I \ and 

/ dT dT \ 
(kx — tx + ky — ly ) + q + a(T - Ta) = 0 
\ dx dy I 

on part of the boundary T?.. 
In cylindrical coordinates, condition (2) does not change, while 

equation (1) and condition (3) can be expressed, respectively, as 

rpc -
dT 

dt 

d i , dT \ d I , 
• — ( rkr — ) H I rkz 

dr \ dr I dz \ dz/ 

+ rQm + rmbcb(Tb-T) ( la) 

and 

/ dT dT \ 
(rkr — tr + rkz — ez I + rq + ra(T - Ta 
\ dr dz I 

) = 0 (3a) 

Therefore, by replacing k, pc, Qm, mbcb, q, and a with rk, rpc, rQm, 
rrhbcb, rq, and ra, solutions to problems (l)-(3) and (la), (2), (3a) can 

be obtained using the same program. 
Equations (l)-(3) and (la) and (3a) refer to unsteady thermal fields 

in biological systems where pc is the heat capacity, k is the thermal 
conductivity, Qm is the rate of metabolic heat generation, and the 
quantity rhbcb(Tb — T) represents the heat exchange between blood 
and tissue. The terms lx, ty and tr, lz are the direction cosines of the 
outward normal to the boundary surface, while q represents the im­
posed heat flux per unit area and a is the convective heat-transfer 
coefficient. 

The spacewise discretization of equation (1), subjected to boundary 
conditions (2) and (3), can be accomplished using Galerkin's method 
as shown in [9, 24]. 

Let the unknown function T be approximated, throughout the 
solution domain at any time t, by the relationship 

T= ENj(x,y)Tj(t)"HT (4) 

where Nj are the usual shape functions defined piecewise element by 
element, Tj or T being the nodal parameters. The simultaneous 
equations, allowing the solution for n values of Tj, are obtained typ­
ically, for point;', by equating to zero the integral, over the domain 
fl, of the product of the weighting function Nj by the residual resulting 
from substitution into equation (1) of equation (4). After making use 
of Green's theorem, in order to avoid second derivatives in the inte­
grals imposing unnecessary continuity conditions between elements, 
the n equations can be written down in matrix form as 

KT + CT + F = 0 (5) 

Typical matrix elements are 

Kj,-Z f \ ( k ^ ^ + ky^^) 
J !!<• L \ dx dx dy dy / 

+ rhbcbNjNe Ida + £ f aNjNedT (6) 

Cje = E f pcNjNgdQ (7) 

Fj = T f Nj(Qm + mbcbTb)da + Z f Nj(q - aTa) dT (8) 

where (_/, t = 1, n). 
In the foregoing the summations are taken over the contributions 

of each element, fie is the element region and T2e refers only to ele­
ments with external boundaries on which condition (3) is specified. 

It must be noted that the set of equations (5) is highly nonlinear 
since thermophysical properties k, pc, Qm, and rhb are strongly de­
pendent on T. 

Special Features of the Numerical Model 
The set of ordinary differential equations (5), which defines the 

discretized problem (5), can be solved using the three level scheme 
described in [9]. 

If it is assumed that the temperature varies linearly in the small 
time interval between t — At and t + At, equation (5) can be ap­
proximated as 

K,(T, + A t + T ( + T ( _ A t ) /3 + Ct(Tt+M - T t_A i)/(2At) + F ( = 0. 

(9) 

This, after some algebra, results in the following recurrence formula 
for final integration: 

Tt+At = - [ K ( + 3C i / (2At)]- 1[K (T, 

+ K ( T ( _ A t + 3C tT (_A t / (2At) + 3 F t] (10) 

in which iterations are avoided since only central values of matrices 
K and C occur. The scheme is apparently not self-starting, but as we 
shall always refer to known stationary conditions, two starting values 
can be easily assumed. 
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Algorithm (10) has been found to be unconditionally stable [9]. 
Oscillations arising from sudden variations in boundary conditions 
can be kept under control, for example by adopting the automatic time 
step adjustment feature described in [9]. Undulations arising from 
the "numerical noise" inherent in the approximations made can be 
greatly reduced if, at each time step after the first one, instead of 
letting simply 

LIQUID 
. NITROGEN 

T«. T( 

vector T(_A( is redefined as 

Tt-At = (T ( + A t + T ( + T,_Ai)/3 

(11) 

(12) 

before starting again the calculations indicated in formula (10) 
[25]. 

The program for implementing algorithm (10) follows the usual 
pattern [26]. However, matrices K and C are now time dependent, 
through the variations of coefficients with temperature, and a com­
pletely new solution has to be obtained at each stage. 

The evaluation of temperature-dependent quantities in integrals 
(6) and (7) requires special care, particularly if a rather coarse mesh 
is employed and spatial variation of the quantities is abrupt. Nu­
merical integration has obviously to be adopted here and therefore 
pc, k, Qm, and rhb must be estimated at integrating points in Oe. 

In the program, a new variable H (enthalpy), is defined as an in­
tegral of the heat capacity versus temperature curve (see Fig. 1): 

H= f pcdT 
J To 

(13) 

since, in the phase change zone, enthalpy is a much smoother function 
of temperature than heat capacity. Thus, it is reasonable to interpolate 
enthalpy rather than heat capacity directly, writing the relation­
ship: 

H= ENj(x,y)Hj(t)=NH 
. 7 = 1 

(14) 

where again Nj are the shape functions and Hj are the enthalpy values 
at nodal points. 

By definition we have: 

pc = dH/dT (15) 

Therefore, evaluation of the foregoing derivative with reference to 
the oriented direction s of the temperature gradient yields 

dH /dT /dH dH \ /dT 
= — / — = ( — e s x + — tsy) — (16) 

ds / ds \ dx dy / / ds 
pc •• 

Since we have 

_ d T / d T _ d T idT 

dx/ ds' s dy I ds 

and 

dT 

ds = [©*+©•] 
1/2 

from equation (15) it follows that 

, v /dHdT dHdT 
(pc) = ( + 

\ dx dx ) / \dx/ (f)1 

(17) 

(18) 

(19) 
dy dy/ 

This averaging process always gives representative values of heat 
capacity and preserves a correct heat balance by avoiding the possi­
bility of missing peak values of the quantity pc. Obviously, in zones 
at constant temperature (dT/bs =s 0), recourse is made to direct 
evaluation of heat capacity. 

Similar techniques are used in the program also for the best de­
termination of thermal conductivity values. 

S a m p l e P r o b l e m s 
In this paper parabolic isoparametric elements [24] have been used 

instead of the triangular elements utilized in [9]. 

rh 
CRYOPROBE -

(a) (t» 
Fig. 3 Typical cryosurgery probe tips: (a) the active portion is hemi­
spherical in shape; (b) the active portion is disk-shaped 

In order to check the program, comparisons have been made with 
existing analytical solutions, first with reference to solidification of 
infinite slabs and corner regions, and then for the case of steady heat 
conduction in finned surfaces and in bodies with uniformly distributed 
internal heat generation. Finite elements and analytical solutions 
correlated to within 1 percent or better in all the test problems run 
[27]. 

Analytical and finite difference determinations of thermal profiles 
for cryosurgical probes by Cooper, et al. [3-5] were also considered. 

Comparisons were made for transient temperature fields emanating 
from a spherical probe since solutions of this problem, in addition to 
being of great practical importance, have been obtained by Cooper 
using both analytical and numerical methods. 

Spherical symmetry was accounted for in the finite element model. 
Despite the rather coarse—4 elements, 23 point—mesh utilized, 
comparisons with Cooper's solutions show good agreement [27]. Slight 
discrepancies are more than justified, in the authors' opinion, by 
differences in the representation of physical parameters. Different 
estimates of thermophysical properties might also have occurred since 
not all the values of the parameters used in the calculations are re­
ported by Cooper. 

It has thus been found once again that the use of isoparametric el­
ements greatly reduces the amount of geometrical data necessary to 
define the problems without affecting the accuracy reached. 

In the following examples we illustrate some applications of the new 
program which are of considerable significance to cryosurgery. 

Temperature Fields Produced by a Hemispherical Probe. A 
typical probe for use in neurosurgical applications presents an "active" 
portion which is hemispherical in shape. As it is shown in Fig. 3(a), 
liquid nitrogen flows from a pressurized supply through the inner tube 
and reaches the hemispherical tip where it is vaporized by the heat 
received from the surroundings. The annulus formed by the inner tube 
and its neighbor allows the vapor to escape to the room. The outer­
most annulus is evacuated with the aid of a vacuum pump, thus pro­
viding thermal insulation along the stem [28]. The insulation should 
prevent the probe stem from acting as a lesion-generating surface 
during the cryosurgical procedure. However, the shape of the frozen 
regions produced by this type of probes seems to indicate the presence 
of sensible axial heat conduction [28]. The cryoprobes used in the 
aforementioned investigation [28] were prototypes of unusually large 
size, immersed in a 1.5 percent gelatin—98.5 percent water medium. 
Thus, in order to obtain a more realistic estimation of the influence 
of axial heat conduction we decided to simulate the application of a 
standard hemispherical cryoprobe to brain tissue. 

The mesh used is represented in Fig. 4:14 parabolic elements and 
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Fig. 4 Axial section illustrating the finite element mesh used for studying 
thermal fields produced by a hemispherical probe with the "active" area 
mantained at T„ = -196°C 

Fig. 5 Isotherm fields produced by a hemispherical probe in brain tissue 

59 nodal points are utilized and the existing axial symmetry is taken 
into account. A hemispherical probe with a radius of 2.38 mm and an 
external tube in stainless steel 0.1 mm thick was selected. (In the 
drawing the stem thickness has been exaggerated to allow represen­
tation.) 

Thermophysical properties of stainless steel have been assumed 
as follows: 

k = 16.4 W/m • K, pc = 3.6 MJ/m3 • K, Qm = mb = 0 

Thermophysical properties of brain tissue, perfused with blood at 

a systemic arterial temperature of 37°C, have been estimated as in­
dicated in a previous section and are reported in Table 1. 

Initial temperatures were taken to be stationary and equal to 37.8°C 
throughout the domain. The time response of the probe during 
cool-down was considered instantaneous. 

Computing time was of the order of 80 s for 200 time steps on a CDC 
7600 machine. 

The isotherm fields during freezing are shown in Fig. 5 with refer-

Table 1 Thermophysical properties of living tissues considered in the calculations 

brain 
angioma 
healthy tissue 

brain 
angioma 
healthy tissue 

T0 = - 200° C 
T,b = -0 .5°C 
T, = 50°C 

ToCC) 
-200 

1.93 
2.01 
1.80 

ToCC) 
-200 

2.00 
2.22 
1.68 

Qm 
(kW/m3) 

0 
0 

33.8 

-8 
1.93 

1.80 

-8 
2.00 

1.68 

Heat capacity pc 
Tf(°C) 

2.01 

Thermal conductivity 
TfCC) 

-7 

2.22 

(MJ/m3-K) 
TPCC) 

- 3 
79.3 

103. 
64.7 

k (W/m-K) 

- 1 
0.52 
0.56 
0.48 

Metabolic heat generation and blood perfusion rate 
brain angioma 

cbmb 

(kW/m3-K) 
0 
0 

40.3 

Qm 
(kW/m3) 

0 
0 

33.8 

cbmb , 
(kW/m3-K) 

0 
0 

48.5 

T,(°C) 

3.60 
3.89 
3.16 

T, (°C) 
50 

0.52 
0.56 
0.48 

healthy 

Qm 
(kW/m3) 

0 
0 

33.8 

r , (°C) 
50 

3.60 
3.89 
3.16 

tissue 
cbmb 

(kW/m3-K) 
0 
0 

24.2 
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Fig. 6 Time-temperature curves for representative points I, II, III in Fig. 4 

ence to several values of time for a surface temperature of —196°C in 
correspondence with the "active" area of the probe and nonconductive 
faraway boundaries. A thermal resistance between probe and tissue 
might have been easily taken into account by the program. However, 
as a first approximation, its effects were neglected since no reliable 
experimental information on them was available to the authors. 

From the shape of the isotherm fields, the presence of sensible heat 
conduction in the axial direction along the probe stem can be in­
ferred. 

Time-temperature curves concerning representative points of the 
domain, such as, for example, points I, II, III in Fig. 4 are of great in­
terest for the surgeon. Curves of this type, which can be drawn from 

-150 

-100 

-50 
- 3 0 

-10 

10 
20 

30 

35 

37°C 

—A 
_ _ _ _ — 1 l = 9 0 s 

= ^ / / / ^ ^y/ 

-150 

-100 

-50 
-30 
-10 

0 

20 

30°C 

- \ 
-^v -

/ / / 

I = 540 s 

35 

Fig. 8 Isotherm fields produced by a disk-shaped probe in the treatment of 
a large angioma in an infant 

* non-conductive boundary 

(mm) 
Fig. 7 Axial section illustrating the finite element mesh used for studying 
thermal fields produced by a disk-shaped probe with the active area mantained 
at Tw = -196°C. Convective boundary conditions with a = 12 W/m2k, Ta 

= 22"C are assumed at the exposed surface. Internal boundaries are taken 
as nonconductive 

the computer output for any point in the domain, are shown in 
Fig. 6. 

In this example, cooling rates in the freezing zone are of the order 
of 3 K/s for point I and 0.1 K/s for point II. Steady state or, better, no 
significant temperature variation takes place after, approximately, 
300 s. 

Temperature Fields Produced by a Disk-Shaped Probe. A 
disk-shaped probe can be obtained from a standard hemispherical 
probe by fitting a removable tip adapter as shown in Fig. 3(b). Disk-
shaped probes are normally used on the surface of the body and are 
pressed against the tissue with force, so as to assure good thermal 
contact over the active freezing area. 

An application of this cryosurgical procedure can be the treatment 
of large angiomas in infants. In the present example we investigate 
the development of thermal fields during the removal of an angioma 
located in an area of the head close to the brain. 

The mesh used is represented in Fig. 7: 31 parabolic elements and 
118 nodal points are utilized and the existing axial symmetry is taken 
into account. 

Thermophysical properties of the skull bone have been assumed 
as follows: 

k = 0.38 W/m • K, pc = 1.88 MJ/m 3 • K, Qm = mb = 0 

Estimated thermophysical properties of brain, angioma, and 
healthy tissue surrounding the angioma are reported in Table 1. 

A systemic arterial temperature of 37 °C was assumed for all the 
tissues. Initial temperatures were taken to be stationary and equal 
to 37.5°C throughout the domain. The time response of the probe 
during cool-down was considered instantaneous. 

Neglecting thermal resistance effects, boundary conditions were 
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Fig. 9 Time-temperature curves for representative points IV, V, VI in 
Fig. 7 

defined once again by a known surface t e m p e r a t u r e of — 196°C in 

co r re spondence wi th t h e freezing area of t h e p robe . A c o n s t a n t air 

t e m p e r a t u r e Ta = 22°C a n d a convect ive h e a t t ransfer coefficient a 

= 12 W/m 2 -K a t t h e exposed external surface were assumed. Fa raway 

in t e rna l bounda r i e s were cons idered nonconduc t ive . 

Comput ing t ime was of t h e order of 80 s for 100 t ime s teps on a CDC 

7600 m a c h i n e . 

I s o t h e r m fields a t different values of t i m e are i l lus t ra ted in Fig. 8, 

while t i m e - t e m p e r a t u r e curves for t h e r ep resen ta t ive po in t s IV, V, 

VI shown in Fig. 7, a re r epo r t ed in Fig. 9. 

Conclusions 
T h e finite e l e m e n t m e t h o d fo rmula ted for nonl inear h e a t con­

duc t ion coupled wi th d i s t r i b u t e d convect ion allows t h e so lu t ion of 

a g rea t n u m b e r of freezing p r o b l e m s in l iving t issues . 

T h e p r o c e d u r e used in th i s p a p e r can be very va luable in t h e ana l ­

ysis of t he rma l response of biological systems subjected t o cryosurgical 

p rocedures . 
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Effect of Density Change on 
Multidimensional Conduction Phase 
Change 
An analysis of transient multidimensional solidification in the presence of a growing 
shrinkage cavity has been performed. The enthalpy model, which had previously been ap­
plied only for cases with no density change, has been extended to accommodate sub­
stances which undergo a change of density upon phase change. The extended enthalpy 
model was implemented by an efficient, implicit finite difference scheme. A solidification 
model was adopted -in which the shrinkage cavity is at the top of the container within 
which the phase change is taking place. Solutions were carried out for solidification of a 
liquid in a long, horizontal rectangular container with convectively cooled walls. Results 
are presented for the time variations of various heat transfer quantities and for the evolu­
tion of the shrinkage cavity and the solid-liquid interface, for parametric values of the 
Biot number, liquid-solid density ratio, and Stefan number. The influence of the density 
ratio and the Stefan number on the heat transfer results was most marked at times near 
the completion of solidification, whereas the Biot number had a major effect at all times. 

Introduction 

For most substances that participate in conduction-dominated 
solid-liquid phase change problems, the change of phase is accom­
panied by density change. The presence of the density change has far 
reaching consequences. For example, in castings, undesired cavities 
and dimensional nonuniformities are produced. In thermal storage 
applications, similar cavities occur which inhibit heat transfer. With 
regard to the freezing of lakes and rivers, the fact that ice is lighter 
than water plays a profound role in the development of aquatic 
life. 

Notwithstanding its importance, density change has generally not 
been accounted for in conduction phase change analyses. In the few 
instances known to the authors where consideration was given to 
density change, the problems were such that cavities were not pro­
duced [1, 2].2 

In the present paper, a method of analysis is described and applied 
for solving multidimensional transient solidification problems in 
which a cavity is formed owing to the shrinkage associated with the 
density change. The method is a generalization of that of [3], wherein 

1 Present address: Department of Mechanical Engineering, University of 
Houston, Houston, Texas. 
2 Numbers in brackets designate References at end of paper. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 29,1976. 

the enthalpy model, coupled with an implicit finite difference scheme, 
was developed and employed to solve multidimensional phase change 
problems in the absence of density change. The present method, as 
well as that of [3], is capable of accommodating substances that have 
a discrete phase change temperature (pure substances and eutectics) 
as well as substances that change phase over a range of tempera­
tures. 

In the presentation that follows, the enthalpy method is first gen­
eralized to include density change. It is then shown that the integral 
representation which embodies the enthalpy method is equivalent 
to the several differential equations which would be needed to define 
the problem with a temperature-based model. Next, a physical model 
for transient solidification with shrinkage is adopted, and finite-dif­
ference discretization of the enthalpy integral representation is de­
scribed with respect to a specific problem. In this problem, a liquid-
filled closed container is subjected to convective cooling on its external 
surfaces. Numerical solutions were performed for substances which 
are characterized by density changes of 10 and 20 percent and for 
parametric values of the Stefan number and the Biot number. Results 
are presented for the time-dependent positions of the shrinkage cavity 
and of the solid-liquid interface. In addition, information is given for 
the local and surface-averaged heat transfer rates, the solid fraction, 
and the surface temperature distribution. These quantities are of 
interest as indicators of thermal performance as, for example, in phase 
change energy storage systems. 

The literature on multidimensional conduction phase change 
(without density change) has been surveyed in [4], with an abbreviated 
version available in [3]. Another survey is given in [5]. 
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Fig. 1 Schematic diagram of the solidifying phase change material 

Generalized Enthalpy Model 
The rationale and the motivation for employing the enthalpy model 

instead of a temperature-based model are discussed in [3]. For its 
generalization to accommodate density change associated with phase 
change, the model has to include terms involving induced liquid 
motion (as well as other convective motions that may be present). 

Consider an arbitrary control volume V with surface A. For small 
liquid velocities (negligible dissipation and compression work) and 
in the absence of distributed heat sources, the energy conservation 
equation may be written as 

— ( pidV + \ pivndA = ( 
dt Jv J A J A 

3T 
k — dA 

A dn 
(1) 

where the symbols are defined in the Nomenclature. The second term 
on the left-hand side, which represents convective transport across 
the surface A, was not present in the model of [3] where density change 
was not considered. Equation (1) will be called the enthalpy equation. 
It is applicable whether or not there is an interfacial surface which 
lies in the volume V. 

There is nothing in the enthalpy equation that reveals the presence 
or absence of phase change. It is in the enthalpy-temperature rela­
tionship that such information should be sought. Inasmuch as the i 
versus T relationship is needed even for a single-phase problem with 
variable properties, it is possible, in the enthalpy model, to consider 
phase change problems as just a particular class of nonlinear heat 
transfer problems with temperature dependent properties, and no 
special recognition of the position of the interface is necessary. 

A simplified form of the enthalpy equation can be obtained for the 
case in which the liquid is at the saturation temperature throughout 
the transient period. To derive this form, the mass conservation 
equation 

d_ 

dt 
C pdV + P pvndA = 0 

Jv J A 
(2) 

is multiplied by it, the enthalpy of the saturated liquid, and then 
subtracted from equation (1). From this, there results 

d f r- r dT 
— I p(i-ie)dV+ 1 p(i-ie)vndA = I k—c 
dt Jv J A J A dn 

-dA (3) 

Consider the second term on the left-hand side. For those parts of A 
that lie within the solid, vn = 0 and the integral vanishes. For the parts 
of A that are in the liquid, the integral will vanish if the enthalpy i is 
equal to if. Therefore, if the liquid is at the saturation temperature, 
the enthalpy equation reduces to 

d_ 

dt Sv"il- •it)dV-- I dT 
k — dA 

A dn 
(4) 

It is noteworthy that equation (4) does not reflect the presence or 
absence of liquid motion. Therefore, equation (4) obviates the need 
for solving for the velocity field in the liquid. 

If liquid superheat is encountered, bounds on the solution may be 
obtained by employing a method due to Nesselman [6]. In this 
method, two sets of calculations are made in both of which the liquid 
is assumed to be at its saturation temperature. In one of these, the 
latent heat is assigned its true value X. In the other, a fictitious latent 
heat X' = X + (iSup — it) is used, where j s u p is the enthalpy of the su­
perheated liquid. The use of X' is equivalent to assuming that the 
liquid has no thermal resistance and that all its enthalpy of superheat 
is conveyed to the interface without attenuation. The actual solution 
lies between these two solutions. 

The equivalence of the enthalpy equation to the set of differential 
equations of a temperature-based model will now be examined. When 
V is a single phase region within which di = cdT, it is readily dem­
onstrated that the enthalpy equation reduces to 

pc(dT/dt + v • gradT) = div(fcgradT) (5) 

For a solid, v = 0 and the familiar heat conduction equation 
emerges. 

When V contains both a solid and a liquid portion, there is an in­
terfacial region within V. If the substance under consideration 
undergoes phase change over a range of temperatures, the interfacial 
region is characterized by large variations in physical properties, but 
as long as di = cdT, equation (5) applies therein. 

On the other hand, if the substance has a discrete phase change 
temperature, the interface is a sharply defined surface. Across this 
surface, to be denoted by 2, many physical quantities experience 
discrete jumps. In temperature-based models, special interfacial 
conservation conditions have to be written but, as outlined in the 

.Nomenclature 

A = surface area 
Bi = Biot number, hL/ks 

c = specific heat 

E = sensible heat of solidified material, 
equation (25) 

F = volume fraction of solidified material, 
equation (23) 

Fo = Fourier number, kst/pscsL
2 

h = convective heat transfer coefficient 
i = specific enthalpy 
it = i for liquid saturation state 
is = i for solid saturation state 
k = thermal conductivity 

L = container dimension, Fig. I 
n = normal coordinate 
Q - surface-integrated heat transfer rate 
q = local heat transfer rate 
S = grouping, SteA2/<5r 
Ste = Stefan number, cs(Tsat — T„)/X 
T = temperature 
Tsat = saturation temperature 
T„ = coolant temperature 
t = time 
V = volume 
vn = velocity normal to surface 
x, y = coordinates 
A = dimensionless spatial step size 

<5r = dimensionless time step 
0 = enthalpy variable, equation (9) 
X = latent heat of fusion 
p = density 
p = density ratio, pths 
T = dimensionless time, equation (12) 
tj> = temperature variable, equation (11) 

Subscripts 

h = horizontal surface 
£ = liquid 
s = solid 
v = vertical surface 
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following and detailed in [4], these conditions are actually embedded 
in the integral equations representing conservation of energy and 
mass. 

By using methods similar to those employed in [3], or by applying 
Kotchine's Theorem [7] to the enthalpy equation (1), the following 
interfacial energy balance is obtained 

(Psis ~ pde)w + Pliive = (kdT/dn)e - (kdT/dn)s (6) 

Here, vz is the velocity of the interface and ve is the velocity of the 
liquid at the interface, and the subscripts s and t represent values on 
the solid side of 2 and the liquid side of 2, respectively. 

In analogous fashion, the interfacial mass balance equation is ob­
tained from (2) as 

(ps - Pe)v? + PeO( = 0 (7) 

and may be used to obtain from (6) the following simpler relation by 
eliminating ve 

psXvs = (kdT/dn)s - {kdT/dn)e (8) 

Here, X = ig - i„ represents the latent heat of fusion. Equation (8) is 
the interfacial equation employed in the conventional model based 
on temperature. 

Solidification Model and Problem Definition 
When most substances solidify, they contract (water is a notable 

exception). The reduction in volume may result in many small cavi­
ties, or may be more or less concentrated in one location. Distributed 
cavities are undesirable for many reasons. In castings, they result in 
reduced strength and stress concentration. In thermal storage ap­
plications, they undermine thermal performance. Various means are 
available to control shrinkage cavities so that they are concentrated 
in one location, and it will be assumed that the shrinkage is so con­
fined. Even with this, enough information is not available to predict 
where the concentrated cavity will occur, and plausible assumptions 
have to be made. The actual location of the cavity is governed by 
nonequilibrium effects, crystalline growth, surface tension effects, 
cooling rates, etc. 

Two reasonable models present themselves. In the first, it is as­
sumed that gravity plays no role and that the shrinkage cavity is lo­
cated centrally with respect to the walls of the container. Thus, for 
example, for the square container investigated in [3], the cavity would 
be situated about the center of the square. In that case, no additional 
calculations beyond those of [3] would be necessary because the 
presence of the cavity would not affect the solidification process as 
long as there is a liquid zone between the solid and the cavity. 

The other model pictures the cavity as occurring at the top part of 
the container. This model assumes that gravity is strong enough to 
enable small vapor bubbles formed within the liquid to overcome the 
viscous resistance and ascend to the top. This assumption may be 
reasonable if solidification is slow, as in thermal storage, and is the 
one adopted in this paper. After a thin crust of solid forms, the cavity 
acts as an effective barrier to heat loss, and no further solidification 
occurs at the top. Vapor bubbles are free to rise through the liquid pool 
and enter the cavity and cause it to grow. 

This model is depicted in Fig. 1 for a long horizontal container of 
rectangular cross section (2L X L) whose walls are represented by the 
solid lines. A substance that solidifies at a discrete temperature is 
present in the container. Initially, the container is full of saturated 
liquid. At some later time, all three phases are present, as shown in 
the figure. The cavity BCQP contains vapor and, because only small 
temperature differences are allowed in thermal storage applications, 
may be considered to have no heat passing through it. The surface BC 
is, therefore, effectively adiabatic. 

Also shown in the figure is the 2L X 1L square cross-sectional 
container treated in [3] (dashed lines). For that container as well, BC 
is an adiabatic surface because it is a surface of symmetry. For both 
containers, AB is a surface of symmetry, and both are exposed to 
convective cooling on the faces OA and OC. The coolant temperature 
Te„ and the heat transfer coefficient h are assumed to be uniform and 

independent of time. On this basis, the portions QABC of the two 
containers shown in Fig. 1 have the same boundary conditions. This 
is the reason for choosing the dimensions of the present rectangular 
container. 

The solid-liquid interface, QR, intersects the adiabatic surfaces CQ 
and PQ at the triple point Q at an angle determined by surface tension 
properties. In the absence of information about these properties for 
substances being considered for thermal energy storage, it will be 
assumed that QR is normal to PQ at Q. It is expected that this as­
sumption will have only a local region of influence. 

The preceding solidification model is one among various possibil­
ities. When better models become available, they may be incorporated 
into the enthalpy model in an analogous fashion. 

All properties (except enthalpy) are assumed independent of 
temperature. 

Finite Difference Discretization 
In order to obtain the finite difference representation of the en­

thalpy equation, the solution region OABC is split into a number of 
small elements, nodes are placed at the centers of the elements, and 
the enthalpy equation is applied to each element. As in [3], a square 
grid with step size A is adopted. The elements are laid out so that there 
are nodes along all the boundaries. The nodes are numbered se­
quentially, using subscripts i and / . Before the difference equations 
are presented, a set of dimensionless variables will be introduced. 

For a single-phase element, the dimensionless nodal enthalpy 
variable 6 is defined by 

9 = (i - i.,)A (9) 

For a two-phase element, i in equation (9) is replaced by (isVs + 
i(Vi)/(Vs + Ve), which is a volume average of the specific enthalpies. 
With this, equation (9) becomes 

6 = Ve/(VS + Ve) (10) 

where Vs and Ve are the volumes of solid and liquid in the element. 
For all the nodes, the dimensionless temperature variable <p is defined 
as 

<A = c s ( T - r B a t ) A (ID 

The dimensionless spatial coordinates are X, Y, obtained by dividing 
the physical coordinates x,y by L. The dimensionless time variable 
T is defined as 

T = Ste Fo = (cs(Tsat - T„)/\)(kst/PscsL
2) 

= fes(Tsat-T„)t/PsXL2 (12) 

where Ste and Fo are the Stefan and Fourier numbers, respective-

Next, these definitions are used to transform the modified enthalpy 
equation (4) which is applicable because the liquid, being initially at 
the saturation condition, remains so throughout the transient. In the 
finite difference formulation, equation (4) is satisfied only in an in­
tegral sense. For a single-phase element, Jup(i ~ ie)dV is replaced 
by pV(i — ig), where V is the volume of the element and p and i are 
nodal values. With this, and for pV = constant (as it is for all solid 
elements), equations (9), (11), and (12) may be used to transform 
equation (4) into 

Ste^ = - i ~ f -&-d{AIL*) (13) 
dT (V/L3) JA/L*d(n/L) 

where A is the surface area of the element. 
For a solid-liquid element, the temperature is assumed to be Tsat 

as long as both phases are present. In this case, 

J p(i - ig)dV = ps(is - it)Vs + pede - ieWe = -p sXV s (14) 
v 

For all solid-liquid elements, Vs + Ve = V, so that the enthalpy 
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Table 1 Coefficients for equation (16) 

Node 
locat ion 

Corner O 
Surface OA 
Corner A 
Surface OC 
Surface AB 
Inter ior 

i 

0 
i 

1/A 
0 

1/A 
I 

J 
0 
0 
0 
1 
1 
J 

-°o 
4(1 + BiA) 
2(2 + BiA) 
2(2 + BiA) 
2(2 + BiA) 

4 
4 

c, 

2 
1 
0 
2 
0 
1 

a2 

2 
2 
2 
1 
1 
1 

a3 

0 
1 
2 
0 
2 
1 

« 4 

0 
0 
0 
1 
1 
1 

c 

4BiASte 
2BiASte 
2BiAJ3te 
2BiASte 

0 
0 

equation (4), together with equations (10)-(12) and (14), becomes 

Ste-
36 

dr (Vs + Ve)/L
3 JA/L*d(n/L) J Al 

d<j> 
d(A/L2) (15) 

Since the liquid is at the saturation temperature, it is not necessary 
to write a conservation equation for it. 

Equations (13) and (15) are the enthalpy equations for the ele­
ments. In order to obtain difference equations, the right-hand sides 
are replaced by appropriate difference expressions in terms of the 
values of the temperature variable <j> at the node considered and at 
its neighbors. If the node lies on an external boundary, the integrals 
in equation (13) and (15) are split into their components over the 
external surface and the interior surface. For the first component, the 
convective boundary condition or the symmetry condition is used, 
as applicable. For the second, difference expressions are written. 

Next, the derivatives with respect to T are replaced by implicit 
differences. For the low Ste values encountered in thermal storage 
applications (below 0.1), explicit differences are unsuitable because 
of the stability restriction to which they are subject [4], Furthermore, 
as discussed in [4], the implicit method is more efficient than the 
Crank-Nicolson scheme for the present problem. 

For a compact presentation, a single prototype equation can be 
written that is applicable for all solid and solid-liquid elements. 

S(8ij - elj1) = a0d>lj + a i 0* + I , ; 

+ a 2 < + i + a3**-i,; + O40*j-i - c (16) 

where cto, oi, a% 03, 0,4, and c are coefficients whose values for various 
node locations are given in Table 1. In addition, S stands for SteA2/5r, 
where dr is the step size in time. The quantity Bi is the Biot number 
hL/ks. Superscripts represent the time level, and subscripts represent 
the spatial position. 

The solid-vapor elements adjacent to the cavity boundary CQ will 
now be considered. As previously discussed, the heat flux across CQ 
is taken to be zero. At those nodes located just below CQ, equation 

F<: 
• 

D 

G 

E 

M H 

T ^ 
1 : „ 

(a) (c) (d) 

£' 
-A—HY, b 

Yb-A 

E F 

l | 

I 

(e) (f) 

\ > I 
R R <£ 

(b) 

Fig. 2 Sketches related to the equations for the solid-vapor and three-phase 
elements 

(16) is employed with coefficients taken from the bottom line of Table 
1. This equation contains the <t> value at a node located above CQ. This 
<j> value is, of course, a fictitious one, and is chosen so as to satisfy the 
condition of zero heat flux across CQ. Many of the candidate schemes 
for obtaining this fictitious value are unsuitable because they do not 
satisfy sufficiency conditions for the convergence of the iterative 
method to be used for solving the difference equations. The following 
scheme, described by Shaw [8], is adequate for the purpose. The two 
situations in which a fictitious node can be found are shown in Fig. 
2(a). The lines DL and EM are drawn normal to CQ and are prolonged 
until they respectively intersect the lines FG and GH that join the 
nearest nodes lying below CQ. The fact that CQ is adiabatic is ex­
pressed by setting 4>D = 4>L and 4>E - <t>M, where 4>L and <PM are ob­
tained by linear interpolation. 

Finally, the three-phase element surrounding Q will be treated. The 
growth of the cavity is governed by the movement of Q with time. The 
three-phase element is unique in that not only its mass but also the 
sum (Vs + Vt) is time-dependent, and it is not possible to use the 
enthalpy equation inasmuch as (Vs + V c) is not equal to V. There are 
two unknowns associated with the three-phase element. One is the 
liquid volume (V{ + d V() at time (T + <>T) , and the other is the vertical 
position of PQ (the free surface of the liquid) at that time. One relation 
needed for finding these unknowns is an overall mass balance for the 
entire container. To obtain a second condition, it is assumed that the 
solid-liquid interface QR (Fig. 2(b)) is, in the neighborhood of Q, a 
parabolic surface in addition to being normal to PQ. 

For obtaining the desired equations, Fig. 2(b) is employed. In the 
sketch, the interfaces at two successive time levels T * _ 1 and T* are 
shown, respectively as dashed and solid lines. Let V\iq be the time-
dependent volume of liquid bounded by PQ, QR, and the horizontal 
surface Y = Yj. In addition, letM;n c denote the sum of the increases 
in the masses of all the solid-liquid elements between times T * _ 1 and 
T,!. Then, as shown in [4], the equation representing overall mass 
conservation is as follows 

M i n c /p sL
2 + (1 - p ^ M V f i " 1 - Vk

iq)/L
2 

- (1 - y2(Xi + Xh,-l)){Yk.-1 -Yk,) = 0 (17) 

where X* and Y» are the coordinates of the triple point Q. Next, the 
volumes of liquid in the row of elements between Y = Yt and Y = Yb 
— A are summed to get the quantity V\ at time T*. Similarly, V2 is 
found for the row of elements below this row at the same time. The 
quantity V2 ceases to exist when the second row of elements below 
the three-phase element becomes, fully solid. The finite difference 
calculations have to be stopped at this stage which, fortunately, does 
not occur until the solidification is 98 to 99 percent complete. For the 
small time interval remaining until solidification is complete, the void 
shape is calculated by a special procedure described in [4]. 

With ?/« representing (Y* — Yi)/A, it is shown in [4] that the fol­
lowing equations furnish the interconnection between V'{iq and Y* 

Vfiq = r,4V, + (1 + 2V.)(V1 - V2)/6) (18) 

l-Xk=V1+(V1- V2)(l/(1 + 7,.) + 3T,.)/6 (19) 

Equations (17), (18), and (19) are to be solved along with the previously 
described difference equations (16). 

In the preceding paragraphs, it was tacitly assumed that the same 
element is in the three-phase regime throughout the time interval 5T. 
It is possible that the triple-point Q moves either to the right as in 
Figs. 2(c), 2(d), and 2(e) or downwards as in Fig. 2(f). All these sit­
uations are treated by assuming that during the small time interval 
ST, the change in the mass contained in the element E is negligible, 
and then applying the procedure for the three-phase element to F 
instead of to E. At E, which at T* contains no liquid, the appropriate 
single-phase finite difference equation is used. A more complete de­
scription is available in [4]. 

In addition to the algebraic equations listed so far, the following 
relations between 6 and 4> are required. These are obtained from the 
definitions (9)-(l l) . 

Solid and solid-vapor: & = (/>, 8 and <j> < 0 
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Solid-liquid, liquid-vapor, 

and three phase: 0 < 0 < 1, 0 = 0 (20) 

Saturated liquid: 8 = 1, tj> = 0 

The initial condition for the problem is 8 = 1 at all the nodes. 

Solution of the Algebraic Equations 
In [3], the finite difference equations corresponding to each time 

step were solved by the nonlinear Gauss-Seidel iterative method. The 
reasons for employing an iterative method in preference to others were 
briefly touched upon in [3], and a comparison with other methods of 
solving algebraic equations is given in [4]. In this paper, we shall use 
a selectively applied overrelaxation method instead of the usual 
Gauss-Seidel method, following the ideas advanced by Meyer [9]. 

For concreteness, a nodal equation representative of Table 1 will 
be considered. 

seij + Hij = se'ij1 + 4>ij-i + 0t-+i + <t>lu + <*>*+u <21) 

The right-hand side of equation (21) is evaluated using the most re­
cently computed tj> values, as in the Gauss-Seidel method. Suppose 
first that the right-hand side is found to be positive. Since 4> < 0 ac­
cording to equation (20), it follows that 0,-j on the left-hand side of 
equation (21) is also positive. However, when 8 is positive, </> is zero 
(equation (20)), so that the second term on the left-hand side of 
equation (21) is deleted. Thus, the new value of 0;,y is obtained by 
dividing the right-hand side by S. If, on the other hand, the right-hand 
side is negative, then 0,-j = fcj, and the new 8 value is computed by 
dividing by (S + 4). 

In the first case, where the new 8 is greater than zero (two-phase 
element), it is used as input for the next iteration. In the other case, 
the new 8 is negative (solid element), and the following overrelaxation 
formula is used to compute the next input 

0hip+1 = O'W + "CoiS - O'k") (22) 

In this equation, 0&p is the input to equation (21) for the p th iteration, 
0*$ is the output of that equation, and o> > 1 is the successive over-
relaxation (SOR) parameter. 

Except for this modification (SOR at solid nodes only), the iterative 
procedure is as described in [3]. The employment of this selective SOR 
scheme results in substantial improvement in the speed with which 
the iterations converge. As noted by Meyer [9], global overrelaxation, 
that is, applying equation (22) at all nodes, results in failure to con­
verge. A heuristic explanation for this is given in [4]. 

For all equations besides those of Table 1, no overrelaxation is 
applied. 

Computational Details. The equations and procedures described 
in the foregoing were incorporated into a computer program written 
in PASCAL-II for a CDC 6400 computer. A listing of the program is 
given in [4]. The program was designed for interactive operation, and 
could be stopped and restarted at any intermediate stage. The step 
size in time and the SOR parameter o> were varied during the runs for 
increased computational efficiency. All results were accumulated on 
permanent files for printing and further processing at a later time. 

As in the work described in [3], many trial runs were made to de­
termine the proper step sizes, spatial as well as in time, and the cri­
terion used for terminating the iterations. Full details of the various 
runs and tests are given in [4]. 

In the beginning stages of solidification, the number of active nodes 
and unknowns is small, and the value of the SOR parameter a does 
not greatly influence the convergence rate, which is already fast (u> 
= 1.5 was used). At later times, w was gradually increased to obtain 
nearly optimum convergence rates. The most effective ui values were 
near 1.7 for cases with Ste = 0.1 and 1.8 for cases with Ste = 0.01, re­
gardless of the other parameters. The use of the selective SOR scheme 
improved the convergence rates greatly. As many as 1600 equations 
could be solved in 50-150 iterations. 

For the present problem, the density ratio of the phases, p = pelps, 
is an additional parameter besides the Stefan number Ste and the Biot 
number Bi. For the computations, values of 0.8 and 0.9 for p were 

selected, together with the values 0.1,1, and 10 for Bi. Since the results 
given in [3] showed that the influence of Ste on all the results is small, 
the values chosen for Ste were 0.01 and 0.1, without the intermediate 
value of 0.05 dealt with in [3]. 

Evaluation of Final Results 
The local surface heat fluxes q are obtained by employing the 

convective boundary condition q = h(Tw — T„) in conjunction with 
the local wall temperatures of the numerical solutions. Surface-in­
tegrated heat transfer rates for the horizontal and vertical surfaces, 
0A and 0C, respectively (Fig. 1), are also evaluated. These are denoted 
by Qh and Qu, and their sum by Q. 

Two alternative ways of defining the solidified fraction are possible, 
one based on mass and the other on volume. If the mass basis is used, 
then the fraction ranges from zero to one, regardless of the value of 
p. In order to underscore the fact that shrinkage is present, the volume 
basis is preferable. This definition is 

F = (volume of solid at time £)/(volume of container) (23) 

The range of the volume-based F is zero to p. The computation of F 
from the 8 distribution is similar to that in [3], with modifications at 
the three-phase element and the elements on the cavity boundary CQ. 
The summation for finding F extends over the solid elements, the 
two-phase elements (solid-vapor and solid-liquid), and the three-
phase element. 

The values of F, as well as being of interest in their own right, also 
serve as input to an indirect method of determining the surface-in­
tegrated heat flux Q. Such an indirect method was evolved because 
the grid fineness requirements for determining q and Q for Bi = 10 
were found to be prohibitive. For the container as a whole, an in­
stantaneous energy balance can be written as 

where A is the area of the container wall through which Q passes. The 
quantity E is a measure of the sensible energy of the solidified ma­
terial 

E= C p„(i - is)dV/Ps\V (25) 
•J vs 

in which V is the total volume of the container. The left-hand side of 
equation (24) is evaluated from a table of F and E versus r by differ­
entiation. The use of cubic splines was found to be an efficient and 
accurate means of performing the differentiation. 

For computing interface positions, use is made of the 0 values in the 
solid-liquid elements and the definition (10), which gives the cor­
responding values of Vs. Owing to the moderate grid size, some 
smoothing of the Vs values had to be performed before an interface 
surface was fitted. The algorithm for finding the interfaces is based 
on the employment of cubic splines, and is described in [4]. It should 
be emphasized that the interface locations are not needed during the 
finite difference computations and, therefore, may be found at a later 
time. 

Results and Discussion 
In the presentation that follows, the results of the present investi­

gation will be supplemented by those of [3] which pertain to sub­
stances with negligible density change. The relationship between the 
two sets of results will be discussed at the end of this section. 

Heat Flux Distributions and Locations of Interfaces. It is il­
luminating to study the local heat flux distributions and the interface 
locations together, since there is a close relation between the two. To 
conserve space, the local heat flux and interface results for p = 0.9 are 
not presented here, but are available in [4]. The spatial distributions 
of the dimensionless heat flux q/h(TS!it — T„) on the cooled surfaces 
0A and 0C (see Fig. 1) at various instants of time are shown in Figs. 
3 and 4. Each of the figures pertains to a single value of Bi, and in­
cludes results for p = 0.8 as well as results for p = 1 from [3]. For rea­
sons recounted earlier, local distributions are not available for Bi = 
10. 
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SteFo 

SteFo 

Fig. 3 Local surface heat flux distributions at various instants of time, Bl : 

0.1, pe/Ps = 0.8 and 1.0 
Fig. 4 Local surface heat flux distributions at various instants of time, Bi : 

1. Pe'Ps - 0.8 and 1.0 

Each figure is subdivided into two parts. The left half contains the 
heat flux distributions for the vertical face 0C, whereas the right half 
is for the flux distributions for the horizontal face 0A. The corre­
sponding abscissa variables are y/L and x/L, respectively. When p = 
1, the heat flux distributions for the two sides are identical, and to 
preserve clarity, no results corresponding to p = 1 are plotted on the 
left-hand side. 

The curves for Ste = 0.01 and 0.1 are represented by long and short 
dashes, respectively, as shown in the key at the bottom left of each 
figure. When the results for the two Ste overlap, a curve is drawn using 
dashes that are alternately long and short. The density ratios p to 
which the curves correspond are indicated by labels. Finally, the 
values of the time variable T = SteFo for the successive curves are 
indicated next to the right-hand margins. The ordinate scales are 
markedly different for different Bi, thereby underscoring the. im­
portant role of this parameter. The ordinate variable is also equivalent 
to (Tw - T„) / (T s a t - TJ>. 

Interface and cavity shapes are shown in Figs. 5 and 6. Each of these 
figures corresponds in sequence to those for the local heat flux (Figs. 
3 and 4). The values of T = SteFo at which the interfacial curves have 
been drawn are a subset of the T values used for the local heat flux 
results. At any instant, the cross section contains three regions, 
namely, the solid, the unfrozen liquid, and the cavity arising from 
shrinkage. The solid-liquid interface is represented by long dashes 
for Ste = 0.01 and by short dashes for Ste = 0.1. The cavity boundaries 
(solid-vapor and liquid-vapor) are shown as full lines. As was pointed 
out earlier, the finite difference computations stop just short of the 
completion of solidification, and the cavity boundary which is shown 
as a dotted line is the result of a continuation computation. 

As may be observed from Figs. 3-6, the manner in which the heat 
flux distributions and the interfaces vary with time is generally the 
same for all parameter values. Hence, it is adequate to discuss all the 
cases concurrently. 

When the time elapsed since the onset of solidification is small, the 
heat flux is very nearly uniform all along the cooled surfaces, except 
near the corners O and C. Correspondingly, the solid-liquid interface 
is straight and parallel to the cooled surface, except near the corner 
O and, to a lesser extent, near C. In the corner region near O, there 
is heat loss from two adjacent surfaces, and the solid layer is thicker 
than elsewhere. The larger resistance of this thicker layer to heat flow 
by conduction accounts for the reduction in the heat flux in the vi­
cinity of the corner. The reason for the slight reduction in heat flux 
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Fig. 5 Solid-liquid interfaces and shrinkage cavity shapes at various instants 
of time, Bi = 0.1, pe/Ps = 0.8 and 1.0 

near C is the nearness of the cavity. Except for this small effect near 
C, the flux distributions are nearly the same on the two cooled sur­
faces. Similarly, the solid-liquid interface is also close to being sym­
metric about the diagonal OB, except that its vertical leg is cut short 
at the cavity boundary. At these small values of time, the results show 
no noticeable influence of Ste nor of p, for a given T value. Conse­
quently, results for values of p and Ste different from those considered 
can be obtained from the information presented in the figures. 

As time increases, the one-dimensional regions gradually disappear, 
and the influences of the corners permeate the entire solid region. The 
lengths of the heat flow paths from the remaining pool of liquid (the 
energy source) to the vertical surface OC become longer than the paths 
to corresponding points on the horizontal surface OA. This is espe-
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Fig. 6 Solid-liquid interfaces and shrinkage cavity shapes at various instants 
of time, Bi = 1, pt/pB = 0.8 and 1.0 

cially so for points near the corner C, because of their location in the 
triangular region adjacent to the cavity. 

The net result of these changes is that the heat flux distributions 
and interface shapes become more and more asymmetric as time 
progresses. The fluxes on the vertical surface are observed to be 
smaller than the fluxes on the horizontal surface, the more so when 
the shrinkage is larger. When Bi = 1, as Fig. 4 shows, the heat flux 
curve for the vertical surface is appreciably lower than the corre­
sponding curve for the horizontal surface at values of r close to com­
plete solidification. Also, at such T values, it may be seen that the heat 
flux curves tend to separate with p and Ste. The probable reason for 
this separation is that, at a given r, some cases are closer to the end 
of solidification than others (see Figs. 5 and 6), so that the thermal 
resistance of the solid layer is different from one case to another. In 
addition, the role'of sensible energy becomes important. 

From the figures depicting the interfaces and cavity, it can be ob­
served that the final cavity shape for a given density ratio is practically 
independent of Bi, that is, of the rate of cooling. This is further sup­
ported by the cavity shape obtained for Bi = 10, which, however, is 
not shown among the results. 

Surface-Integrated Heat Flux and Frozen Fractions. The 
variation with time of the surface-integrated heat transfer Q and the 
frozen fraction F is relevant for thermal storage applications. Figs. 
7-9 show these results for Bi = 0.1,1, and 10, respectively. In each of 
these figures, curves are given for all three p values (0.8,0.9 and 1) and 
for Ste = 0.01 and 0.1. In addition to the overall heat transfer rate Q, 
results are also given for the heat transfers Qi, and Qa through the 
horizontal and vertical walls of the container. The area A used in the 
dimensionless variables is that area through which the corresponding 
Q passes. The Qh and Q„ results are unavailable for Bi = 10. 

The Biot number has a marked effect on the thermal characteris­
tics. A low Bi, 0.1, signifies that the convective resistance dominates 
the resistance to conduction in the solidified portion. Since the con­
vective resistance is constant in time, the heat fluxes are also nearly 
constant, and the solidification rate, as shown by the slope of the F 
versus T curve, is nearly constant (see Fig. 7). The heat fluxes decrease 
somewhat faster as the end of solidification is approached (F ap­
proaches p). As this state is neared, the influence of Ste becomes no­
ticeable but, during most of the time, there is no observable effect of 
Ste. The fluxes Q/, and Qu from the individual surfaces are also equal 
to each other at small values of T, but diverge at larger times. 

When the Biot number is raised to 1 (Fig. 8), the heat flux Q as well 
as its components Qh and Q„ decrease almost linearly with T. In 
agreement with this, the solidification rate is faster in the beginning 
than at later times. In contrast to the Bi = 0.1 case, the influence of 
Ste manifests itself earlier and is also larger in magnitude, especially 
near the end of freezing. 

Finally, when the Biot number is taken equal to 10 (Fig. 9), the 
time-dependent resistance of the solidified portion is much larger than 
the convective resistance. Consequently, the thermal characteristics 
show a strong dependence on time. The heat fluxes and freezing rates 
decrease very rapidly soon after solidification sets in. Over the bulk 
of the transient period, the heat flux averages to only a tenth of its 
initial value. 

Effect of Density Change. Calculations which take account of 
density changes are more complicated and demanding than those in 
which the density change is neglected. A logical undertaking would, 
therefore, be to investigate how the simpler calculations for a model 
problem in which density change is neglected can be used to obtain 
approximate solutions to a problem with density change. 

Let the model problem be identical to the actual problem (i.e., the 
problem with pi < p„) in all respects except one, which is that the 
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Fig. 7 Time variation of the surface-integrated heat transfer rate and of the 
frozen fraction, Bi = 0.1 
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Fig. 9 Time variation of the surface-integrated heat transfer rate and of the 
frozen fraction, Bi = 10 

densities of both phases of the model substance are equal to pt. Then, 
in both problems, the respective liquids are initially at Tsat and fill 
their containers as shown in Fig. 1. Furthermore, with respect to the 
common region OABC, the mass and the latent energy contained are 
also the same for the two problems. As a consequence of the afore­
mentioned choice of density, the T values corresponding to the same 
instant of time t are different in the two problems (see equation (12)). 
In particular, the T for the actual problem is ptlps (<1) times r of the 
model problem. 

With these considerations in mind, a typical figure, for example, 
Fig. 8, may be considered. It can be verified by reading numbers from 
the curves that at large values of T (where the curves for different 
values of p fan out), the dimensionless heat extraction rates read from 
the p = 1 curve at a specific r ( = T ' ) and from the {pelPa) < 1 curve at 
T = (PI/PS)T' are very nearly equal. This indicates that in this range 
of T, the heat extraction rates at a given instant of time t are nearly 
equal for the model problem and for the actual one. At smaller values 
of r, this conclusion is no longer valid but, since / an d (pdps) T' will not 
be very different if T' is itself small, the deviations between the cor­
responding extraction rates may not be objectionably large. 

Overall Energy Balance. A very useful and reliable check on the 
discretization procedure, the computer program, and the accuracy 
of the entire calculations is to make an overall energy balance. For 
doing this, equation (24) is integrated from T = 0 to r to get 

By employing F, E, and Q obtained as functions of r from the finite 
difference calculations, the left and right sides of this equation may 
be evaluated independently. Comparison of the two values constitutes 
the accuracy test. Since the deviations between the two values in­
creases monotonically with T, it is sufficient to use for each case a r 
value close to the end of solidification. The deviations were found to 

range from 0.5 to 2.1 percent, which is entirely satisfactory for engi­
neering purposes. 

Concluding Remarks 
The enthalpy model was extended to accommodate conduction 

phase change accompanied by density change. The model was applied 
to the situation where the liquid is at its saturation temperature 
throughout the entire transient period, thereby obviating the need 
for determining the velocity field in the liquid. A procedure for esti­
mating the effects of liquid superheat was also discussed. A solidifi­
cation model was adopted in which the shrinkage cavity is at the top 
of the container within which the phase change is taking place. The 
enthalpy approach is also compatible with other possible solidification 
models. An efficient, implicit finite difference scheme was employed 
in the implementation of the enthalpy model. 

Computations were performed for solidification of a liquid situated 
in a long, horizontal rectangular container with convectively cooled 
walls. Transient results were obtained for local and surface-integrated 
heat flux rates, surface temperatures, frozen fractions, and interface 
and cavity shapes, all for parametric values of the Stefan number, Biot 
number, and liquid-solid density ratio. At all times, the Biot number 
had a major effect on all the results except the final cavity shape. The 
influence of the Stefan number and density ratio was most marked 
at times near the completion of solidification. It was found that under 
certain circumstances, results for a model problem in which density 
change is neglected can be employed to approximate the results for 
an actual problem with density change. 
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The Onset of Thermohaline 
Convection in a Linearly-Stratified 
Horizontal Layer 
The convective stability of a horizontal layer of water with salt and heat addition from 
below was studied experimentally. The layer was bounded above and below by porous 
metal plates through which heat and salt could diffuse. A well-mixed region of warm, salty 
water below the lower plate and another of cooler, fresher water above the upper plate set 
the temperature and concentration difference for the intervening quiescent layer. With 
a fixed, constant concentration gradient established between the plates the temperature 
difference was slowly increased until convective motions were observed. The instability 
boundary for this system lies within the unstable region predicted by linear theory for a 
horizontal layer with constant gradients and stress-free boundaries and approaches the 
linear boundary at high Rayleigh numbers. 

Introduction 
Considerable analytical work has been directed at establishing the 

criteria for the onset of convection in a quiescent, horizontal, multi-
component fluid layer. Buoyancy effects have been considered from 
two points of view. The double-diffusive or thermohaline (when the 
diffusing quantities are heat and salt) stability problem focuses on 
externally imposed gradients of two diffusing species with no coupling 
between the diffusive processes. The Soret driven or thermal diffusion 
instability problem concentrates on the coupling effect, specifically 
the concentration gradient induced by an imposed temperature gra­
dient. The Soret coefficient is generally quite small [l]1 so that in most 
situations where concentration differences are imposed across the 
fluid layer the uncoupled analysis should be adequate. 

The particular problem examined in this paper is the stability of 
a quiescent horizontal layer of water with heat and salt (NaCl) dif­
fusing upward due to externally applied temperature and concen­
tration differences. In this situation the temperature gradient is de-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the National Heat 
Transfer Conference. Revised manuscript received by the Heat Transfer Di­
vision June 25,1976. Paper No. 76-HT-29. 

stabilizing. Linear theory, reviewed in detail by Turner [2, 3] and 
Schechter, et al. [4], predicts the onset of convection in a fluid layer 
of depth L with constant temperature and concentration gradients 
as an oscillatory instability over a broad range of parameters. The 
important parameters in this problem are the thermal and concen­
tration. Rayleigh numbers 

g/3tL
4dT/dz 

and 

Ra, 

Rac = 

»Dt 

gPcL
4dC/dz 

and the diffusivity ratios, the Lewis number Le = Dt/Dc and the 
Prandtl number Pr = v/Dt where g is the acceleration of gravity, ft 
is the coefficient of fractional density change due to a unit change in 
temperature T, ft is the coefficient of fractional density change due 
to a unit change in concentration C, v is the kinematic viscosity, and 
2 is the vertical coordinate positive upward. For heat and salt addition 
from below both Ra( and Rac are positive. An analytical solution has 
been obtained only for stress-free, perfectly conducting boundaries. 
For these conditions the instability boundary is given by: 

Ra t
c = Ra;c 0 + Rac (1) 

for 
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Fig. 1 Stability boundary according to linear theory (equation (2)), energy 
theory (equation (4)) and Shirtcliffe's empirical curve fit — (equation (6)) 
(or Le = 95.4 and Pr = 6.27 

Rac 

Ra,* 
< 1 

and 

for 

Ra,c „ „ Le + 1) (1 + LePr Rac / l + LePr\ 

PrLe2 Le2 

/ l + LePr\ 

\ 1 + Pr / 
(2) 

Rac 

Rac* 
> 1 

where Ratc is the critical value of thermal Rayleigh number at a given 
Ra r, Ra t

 c0 is the critical value in absence of concentration gradient 
and for this problem Ra t

c 0 = 27jr4/4 = 657 andRac* = Ratc 0(Pr + 
l)/Pr(Le — 1). For Rat > Rate small disturbances to the quiescent, 
constant gradient solution will grow and convective motions will en­
sure. In the domain of equation (1) growth is monotonic. Oscillatory 
instabilities are predicted for Rac > Rac* with the frequency of the 
neutral disturbances, equation (2), given by 

DS Pr Rac 

LA 3(Pr + 1) Le 
(3) 

For salt and heat diffusing through water Le » 100 and Rac* » 8. 
Thus, except for extremely thin layers or small concentration dif­
ferences equation (2) will define the stability boundary. For large Rac 

equation (2) reduces to 

Rat. / I + LePr\ Kat. / l -
Ra t

c = ( — 
Le2 V 1 

S y - L e ( -
1 + Pr \ 1 + Pr 

LePr J Pr 
for LePr » 1 

The stability number, Sy, defined as 

3CAC Rac 
Sy = -

~(dp/dz)c 

; t A T ~ R a ( L e - (dp/dz)t 

is a measure of the competing effects of concentration and tempera­
ture on the density gradient through layer. Uniform layer density, 
dp/dz = 0, is equivalent to Sy = 1. Linear theory indicates that at high 
Rac convection will begin in a saltwater-heat system (Pr « 6) when 
the layer is just slightly more dense below than above. 

Joseph [5] has studied the stability of a horizontal layer using energy 
methods. His nonlinear analysis focuses on the growth and decay of 
the energy of disturbances to the quiescent, diffusive state. He defines 
a system as "globally stable" if the disturbance energy tends to zero 
as time goes to infinity for all bounded initial disturbance energies. 
For the case where the fluid is destabilized by heating and stabilized 
by salt the global stability boundary is given by 

for 

and 

for 

where 

Rat = Ra, c 0 + Rac, 

Ra,. < Rac** 

_ _ V R a t c U ( L e 2 - l ) , VReTc 
'Ra , = ; + -

Le 

Rac > Rac** 

Le 
(4) 

Ra** 
. Ra (

c 0 

' Le2 - 1 

The energy method predicts when the layer will be stable while the 
linear method discussed earlier is an instability theory which predicts 
when the layer will be unstable. A sketch of the energy (stability) limit 
and the linear (instability) limit for a fluid layer between free surfaces 
is shown in Fig. 1. 
The two limits coincide when 

R a . c O 

Ra, < 
L e 2 - 1 

-fPr / 

but for larger values of Ra^ the limits diverge, with the area between 
them being open to sublinear instabilities. For large Rac in a salt-heat 
system this area is indeed large, 1 5 Sy < 100. 

Only one attempt has previously been made to experimentally 
determine the stability boundary in a double-diffusive system. 
Shirtcliffe [6] investigated the onset of convection in a stratified 
sugar-water system subject to transient heat addition from below. In 
his experiment sugar solutions were introduced into an open tank in 
a series of horizontal layers whose successive concentration increased 
downwards. After several hours, the layers diffused together to pro-

^ N o m e n c l a t u r e -

C = concentration of salt per unit volume 
of solution 

AC = concentration difference between 
boundaries 

Dc = solute diffusivity 
Dt = thermal diffusivity 
g = acceleration of gravity 
L = depth of layer 
T = temperature 
AT = temperature difference between 

boundaries 

z = vertical coordinate positive upward 
ft. = coefficient of fractional density change 

due to a unit change in concentration 
ft = coefficient of fractional density change 

due to a unit change in temperature 
v = kinematic viscosity 
P = density 
<r; = frequency 

Dimensionless Parameters 

Le = Lewis number, Dt/Dc 

Pr = Prandtl number, i>/Dt 

Rac = concentration Rayleigh number, 
gPcL

4dC/dz/vDc 

Rat = thermal Rayleigh number, 
g&tLHTIdzlvBt 

Ra t
c = critical thermal Rayleigh number 

Ra (
c 0 = critical thermal Rayleigh number in 

absence of solute gradient 

Sy = Stability number, ftAC/ft AT 
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duce a smooth concentration profile with zero slope at the lower, solid 
boundary. The tank was then heated rapidly from below until insta­
bilities were observed in the form of temperature oscillations recorded 
by thermocouples near the bottom of the tank. The instabilities oc­
curred in a thin layer at the bottom of the tank. No measurements of 
the depth of this layer were possible until convective cells had ap­
peared. Shirtcliffe estimated what this depth should be by maximizing 
a parameter which he expected to control the stability. This param­
eter, Rae(z), was defined as 

First Interferometer 
Element 

Second Interferometer 
Element 

Rae(z) = Ra t(z) + 
Pr 

Le(Pr + 1) 
Rac(z) (5) 

where Raf and Rac are defined in terms of the temperature and con­
centration at the lower boundary and those at z. The unsteady tem­
perature profiles were calculated for a constant imposed heat flux 
diffusing through a semi-infinite medium. Concentration gradients 
were measured using a scanning schlieren device. Using these inferred 
and measured values he was able to calculate values for Ra(

 c and Rac. 
From his experiments he concluded that the stability boundary could 
be best represented by 

Ra 
Ra,c [1 + 4 X 10-« Ra,c - 10"11 (Ra,c)2] - 0 .88—- = 

Le 
Ra„ (6) 

where Rae = 5000. This equation is plotted in Fig. 1 with the range 
of his experiments noted. 

While the experiments provided qualitative agreement with the 
values predicted by linear theory for constant gradients, several of 
the conditions used in the derivation of the linear theory were not 
satisfied. The surfaces of the tank in which the experiment was con­
ducted were impermeable to the sugar, resulting in an inability to. 
establish a steady flux of solute through the layer, which caused a 
nonlinear concentration profile in addition to the nonlinear temper­
ature profile. Also, the convection occurred in a thin bottom layer of 
the solution where the boundary conditions might most properly be 
called rigid-free. However, the predictions from linear theory for 
rigid-free and other possible boundary conditions [7] fall well below 
the value Ra t

c 0 s 5000 which results from equation (6). 

In an attempt to better approximate the idealizations of the theories 

Gap Blocks 

Test Section 

Fig. 3 Schematic of interferometer system viewed from above 

the present experiment was designed in which the subject layer was 
bounded by porous plates through which both heat and salt could 
diffuse to provide constant gradients throughout the entire layer. 

Apparatus 
The apparatus used in these experiments, shown schematically in 

Fig. 2, consists of a 15.2 cm square Plexiglas tank closed on the bottom 
by an aluminum plate and open on the top. Glued in each inside corner 
of the box are small Plexiglas support blocks placed so that their top 
surfaces are 5.7 cm from the bottom of the test section. Resting on 
these blocks is the plate assembly consisting of the support frames, 
porous plates and gap blocks. The square support frames, constructed 
of 0.32-cm wide Plexiglas strips 1.27 cm deep, nest snugly inside the 
tank. A porous stainless steel plate rests on top of the lower frame. A 
second porous plate is elevated above the first by small Plexiglas gap 
blocks positioned in the corners of the tank. A second frame inserted 
above the upper plate completes the plate assembly. The entire as­
sembly is loaded in compression by the weight of a 1.4-kg plate which 
was transferred to the upper support frame corners through four 
vertical legs. 

In operation heat from an electric resistance heater is added to the 
apparatus from below, convected through a lower, well-mixed salt­
water layer up to the lower porous plate, conducted through the po­
rous plates and intervening stratified fluid layer and removed by 
cooling water passing through a coil immersed in the upper well-mixed 
fresh water layer. The diffusion of salt through the system is slow 
enough to that provisions for addition and removal of this component 
over the course of an experiment are not necessary. 

The porous plates used are diffusion-bonded wire mesh laminates 
approximately 0.15 cm thick (Dynapore No. 401460 and No. 401480 
manufactured by Michigan Dynamics Corp., Garden City, Michigan). 
The particular plate or combination of plates used for a boundary 
surface was chosen by trial and error to provide the best compromise-
between the completing requirements of high permeability to salt flow 
and high resistance to momentum transfer between the convecting 
layers and the quiescent layer under study. 

Temperature measurements in the test region were made using 
three equally spaced copper-constantan thermocouples. These 
thermocouples project 1.27 cm horizontally from a 0.64-cm vertical 
Plexiglas post which spans the gap between the porous plates (see Fig. 
2). The concentration profile through the test region was deduced 
from the measured temperature profile and the fringe pattern pro­
duced by a calibrated laser interferometer.2 One leg of the interfer­
ometer beam passed through the test region between the porous 
plates, its field covering the gap between the plates and extending 
roughly from 1.27 to 3.81 cm in from a side all as shown in Fig. 3. The 
thermocouple rake was located on one center line near the inner edge 
of the interferometer beam. Temperature and concentration effects 
on the index of refraction were calibrated independently so that by 
knowing the temperature profile and the fringe pattern the concen-

Fig. 2 Experimental apparatus 
2 Benchtop Interferometer, Optical Engineering Inc., Santa Rosa, Calif. 
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tration profile could be calculated. The effects of the slightly non­
uniform Plexiglas test section walls were determined before each test 
run and subtracted from the fringe pattern measured during a test. 

Three different plate spacings (0.58, 1.19,2.54 em) were used which, 
together with a range of initial concentration gradients, provided al­
most a four order of magnitude range in concentration Rayleigh 
number. The allowable range of concentration gradients was limited 
on the low end by the sensitivity of the interferometer and on the high 
end by excessive refractive bending of the laser beam traversing the 
test section. 

To initiate a stability test, the tank was first filled with a de­
gassed -salt water solution. Then the porous plate assembly was low­
ered into place, with care taken to avoid trapping any air below the 
plates, and the interferometer aligned. A picture of the interferometric 
pattern was taken under these uniform density conditions to obtain 
a record of the fringes introduced by the walls of the test section itself. 
The picture was taken by removing the lens from a 35-mm camera and 
allowing the interference image to fall directly on the film to make 
the exposure. After the reference fringe picture was taken, the salt 
solution above the top membrane was replaced with fresh, degassed 
water. During this final filling process, some mixing occurred through 
the top membrane into the test region which resulted in an initial 
stabilizing concentration gradient between the plates. The experiment 
was allowed to stand for several days after filling (usually two days 
for the 0.58-cm spacing, three to four days for the 1.19-cm spacing, 
and four to five days for the 2.54-cm spacing) while the concentration 
step diffused to a near linear profile. A low voltage was supplied to 
the heater during this period in order to maintain convective mixing 
of the bulk fluid layers above and below the central test region. 

Once a uniform concentration gradient was established the heating 
rate was slowly increased to provide an increase in layer temperature 
difference without appreciably altering the constant temperature 
gradient. Records of temperature and fringe pattern pictures were 
taken at several times during the heating cycle before the onset of 
convection. The incremental step increases in the heating rate were 
made especially small as the expected critical point was neared so that 
the temperature and concentration gradients recorded just before 
motion was observed would be very close to the critical values. The 
critical point was defined by the appearance of oscillations in the 
thermocouple output. Visible distortion in the refractive index profile 
near the plate boundaries closely followed the onset of temperature 
oscillation. Further increase in the heating rate produced unsteady 
convective motions in the layer. The temperature and concentration 
gradients measured at the critical point were converted to thermal 
and concentration Rayleigh numbers using property data tabulated 
by the Office of Saline Water [6). 

Linear Theory 

Fig. 4 Comparison 01 experimental results with theoretical stability 
boundaries lor Le = 95.4 and Pr = 6.27. Solid lines are for linear theory 
(equation (2» and energy theory (equation (4» both using Rat cO = 1708. 
The symbols are lor experiments with 0: 0.58-cm gap, 0: 1.19-cm gap, .6.: 
1.19-cm gap wllh double bottom plale and 0: 2.54-cm gap. 
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Table 1 Conditions at the onset of convection 

Test 

A-1 

A-2 

A-3 

A-4 

A-5 

A-6 

A-7 

A-8 

B-1 

B-2 

B-3 

B-4 

BD-l 

BD-2 

BD-J 

C-l 

C-2 

C-3 

Spacing 
L(cm) 

0.58 

1.19 

2.54 

1 

IlC 
(ppm) 

110 

150 

230 

310 

440 

395 

450 

1100 

1200 

479 

740 

1300 

865 

1000 

1109 

IlT 
(OC) 

0.36 

0.41 

0.37 

0.69 

0.69 

0.83 

1.09 

1. 53 

1.22 

1.18 

2.28 

3.04 

1.34 

2.16 

3.51 

1.82 

1. 93 

2.12 

Ra 
c 

o 

1.08xl05 

1.47xl05 

2.25xl0 5 

3.03xl05 

4.:nxlo5 

3.30x105 

3.76xl06 

9.19xl06 

I.DOxIO? 

4. aOxlOG 

6.laxloG 

1.D9xl07 

6.9Sxl0 7 

8,04xl07 

8.91xl0 7 

Ra
c 

t 

1504 

1716 

1575 

2.99xl0 3 

2.99xl0 3 

3.S9xl0 3 

4.69xl0 3 

6.58xl03 

4.43xl04 

7.87xl04 

6.45xl0 5 

6.85xl0 5 

7.S1xl05 

One series of three tests was run without any concentration gradient 
to calibrate the apparatus. For these experiments the test section was 
filled with fresh water and the heating rate was slowly advanced until 
a distortion in the linear refractive index profile first appeared near 
the plate boundaries. Since temperature oscillations were neither 
expected nor observed under these conditions only changes in the 
mean temperature profile could be used as a criterion for stability. 

Results 
The values obtained for the critical thermal Rayleigh numbers at 

fixed concentration Rayleigh numbers for all of the runs are presented 
in Table 1 and plotted in Fig. 4. For the three runs made in absence 
of salt gradient, Rae = 0, the critical values obtained, Rat cO = 1504, 
1716, and 1575, agree more closely with those predicted for rigid 
boundaries than for free boundaries [7). Also shown in Fig. 4 is the 
stability boundary according to energy theory for a layer with rigid 
boundaries. The data fall well within the region open to instability 
according to energy theory. For highly stratified layers (large Rae) 
the onset of convection was observed to occur under conditions of near 
uniform layer density, Sy = 1. 

Although no calculations are reported in the literature for the linear 
problem with rigid boundaries the experimental data are well corre­
lated by linear prediction for free boundaries and constant gradients, 
equation (2), when the value of Rat cO = 657 is replaced by that ap­
propriate for rigid boundaries, Rat cO = 1708. The oscillatory nature 
of the instability is also in agreement with linear theory. Most of the 
data were collected with the layer bounded above and below by single 
porous plates. With this configuration the oscillation period was not 
constant. Also, the interferometric fringe patterns showed that the 
gradients in the layer following the onset of the oscillations were much 
sharper near the lower plate than near the upper indicating pene­
tration into the layer of convecting currents from the mixed region 
below the lower plate. The changes of period and phase caused by 
these large disturbances precluded accurate determination of an os­
cillation frequency. 

In order to eliminate this prOblem three tests at the 1.19-cm spacing 
were repeated with the single lower plate replaced by a composite of 
two porous plates with a thin layer of Pelion polyester felt sandwiched 
between. With this added resistance several clean cycles of the tem-
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Fig. 5 

Thermocouple Outputs 

Thermocouple records for test BD-2 at onset of convection 

perature oscillation were obtained from which an oscillation period 
could be determined. A record of the three thermocouple outputs 
versus time at the onset of convection for one of these tests is shown 
in Fig. 5. The critical Rayleigh number for the layer was not altered 
by this lower boundary change (Fig. 4). The measured periods for 
these tests are compared with the predictions of linear theory for free 
boundaries, equation (3), in Table 2. Platten and Chavepeyer [8] have 
calculated that for Soret driven instabilities the boundary conditions 
do not influence the form of the period dependence on concentration 
difference but that the magnitudes are different for fixed and free 
boundaries. 

E x p e r i m e n t a l U n c e r t a i n t y 
The uncertainty in the experimentally determined critical values 

of the stability parameters can be assessed from estimates of the 
possible errors in the terms which enter into the thermal and con­
centration Rayleigh numbers, 

gPtL
4dT/dZ 

and 

Ra, 

Ra<; 

vDt 

g(3cL
4dC/dZ 

Errors in the determination of the temperature gradient at the critical 

point arise from three sources; uncertainty in the thermocouple cal­
ibration, uncertainty in the thermocouple position and resolution of 
the point in time of the onset of convection. The amplified output of 
the calibrated copper-constantan thermocouples operated in a dif­
ferential model was used to determine the temperature difference 
between thermocouple pairs in the layer. With this arrangement 
temperature differences could be determined to within ±0.005-
±0.03°C depending on the magnitude of the difference. The uncer­
tainty in the thermocouple spacing was about ±0.25 mm. The rate of 
change of temperature difference near the critical point was main­
tained at a low level by minimizing the incremental changes in heating 
rate. Considering all of the above factors the uncertainty in magnitude 
of the critical temperature gradient was about ±5 percent. 

Errors in the concentration gradient measurement arise from un­
certainty in the fringe-concentration gradient calibration, uncertainty 
in the fringe-temperature gradient correction and uncertainty in the 
fringe count at the critical point. The sensitivity of the interferometer 
system to temperature and concentration gradients was determined 
by calibration. The concentration gradient during a test run could be 
determined at any time prior to the onset of convection from the fringe 
count by correcting for temperature effects using the measured 
temperature gradient. The overall uncertainty in the concentration 
gradient measurement considering the above sources for possible error 
was about ±15 percent. The change in concentration gradient over 
the course of a test run was negligible compared to the uncertainty 
in the measurement so an average of several measurements prior to 
convection was used to characterize the gradient at the onset of con­
vection. 

The uncertainty in the fluid property data used in the determina­
tion of the Rayleigh numbers was estimated to be about ±5 per­
cent. 

The source of the largest possible error in the Rayleigh numbers 
is the uncertainty in the layer thickness. Although the spacer blocks 
at the four corners of the plates set the gap at these locations to within 
±0.13 mm the porous plates were not perfectly flat so the gap may 
have varied by as much as ±0.76 mm from the nominal value at other 
locations. This uncertainty could introduce errors of up to ±50 percent 
at the smallest layer thickness and ±10 percent at the largest layer 
thickness. However, since the length term appears in both Rac and 
Ra( the effect would be to move the data points in Fig. 4 along a di­
agonal line parallel to the Sy = constant curves except for the three 
data points where Rac = 0. 

Conc lus ions 
The results of these experiments on a linearly-stratified horizontal 

fluid layer indicate that at high concentration Rayleigh numbers the 
onset of convection occurs under conditions of near zero density 
gradient. At low concentration gradients the observed instability 
boundary deviates from the neutral density curve and, within ex­
perimental error, approaches the theoretical value Ra( = 1708 in 
absence of concentration gradient. The conditions at the onset of 
convection in these controlled experiments fall well within the region 
open to instability according to energy theory and approach the 
boundary predicted by linear theory for stress-free boundaries at high 
Rayleigh numbers.-The data are well correlated by the equation 

Ra,c (Le + 1)(1 + LePr) Ra, 
1708 - ^ — + 

PrLe2 
Kac n + l 

Le2 \ 1 + 

1 + LePr\ 

Pr / 

The oscillatory nature of the instability has been observed. Limited 
measurements of the oscillation period are in reasonable agreement 
with the predictions of linear theory. 

Table 2 Oscillation period at onset of convection—test 
series with double thickness lower plate 

Test 
No. 

BD-1 
BD-2 
BD-3 

Observed 
period 

(s) 
94 
48 
30 

Period calculated 
from equat ion (3) 

(s) 
61 
49 
37 
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Axial Heat Conduction Effects on 
Thermal Instability of Horizontal 
Plane Poiseuille Flows Heated 
From Below 
A linear stability analysis is used to study the effect of axial heat conduction on the onset 
of instability for longitudinal and transverse vortex disturbances for plane Poiseuille flow 
in the thermal entrance region of a horizontal parallel-plate channel heated from below 
with a constant temperature difference between two plates. The basic flow solution for 
temperature (Graetz problem) incorporates axial heat conduction effects and the fluid 
temperature is taken to be uniform at the far upstream location x = — °°to allow for up­
stream heat penetration through the thermal entrance x = 0. Numerical results for the 
critical Rayleigh numbers are obtained for an entrance temperature parameter do = 1 (To 
= T2) and Peclet numbers 1, 5, 10, 50. It is found that the transverse vortex disturbances 
are preferred over the longitudinal vortex disturbances for Pe £ 1 and Pr £ 1 (low Re) in 
the developing regions upstream and downstream of the thermal entrance. For other con­
ditions, the longitudinal rolls have priority of occurrence. The Prandtl number effect on 
the onset of the longitudinal vortices is clarified. 

1 Introduction 

Thermal instability of a plane Poiseuille flow concerned with the 
onset of a secondary flow in the form of longitudinal vortex rolls in 
the thermal entrance region of horizontal parallel-plate channels 
heated from below was studied theoretically by Hwang and Cheng 
[l]1 considering the axial heat conduction term in the energy equation 
for the basic flow. Recent studies by Hennecke [2] and Hsu [3] on the 
Graetz problem with axial heat conduction effects show clearly that 
the usual thermal condition of a uniform entrance fluid temperature 
at X = 0 used in the classical Graetz problem is unrealistic for the low 
Peclet number flow regime (Pe 5 50) because of upstream heat pen­
etration through the thermal entrance at X = 0; and that the fluid 
temperature must be taken to be uniform far upstream at X = -co. 
In view of the predominance of axial heat conduction effects near the 
thermal entrance X = 0 for very low Peclet number flows, the insta­
bility analysis [1] based on a uniform entrance temperature at X = 
0 for the basic flow solution must be regarded as an approximate one 
when Peclet number is very small. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 25,1976. 

A deductive analysis of the Graetz problem by Ostrach [4] clarifies 
the importance of the axial heat conduction term in the energy 
equation. However, for the very low Peclet number flow regime, the 
problem is of the elliptic type and the concept of the thermal boundary 
layer is not applicable. Consequently, the thermal boundary-layer 
thickness cannot be used as a characteristic length in normalizing the 
equation. An explicit criterion for the neglect of viscous dissipation 
is also clearly given in [4]. When the Reynolds number is very small, 
a question of the priority of the occurrence of transverse rolls [5-7] 
over longitudinal rolls arises. Recently, Kamotani and Ostrach [8] 
determined experimentally the critical Rayleigh numbers for ther­
mally developing laminar channel flow and compared the experi­
mental results with results from linear stability theory [1]. A difference 
as large as an order of magnitude between the two results is observed, 
but apparently this is somewhat similar to the discrepancy between 
the experimental [9] and theoretical [10-13] results for longitudinal 
vortex instability of natural convection flow on inclined surfaces. The 
difference can be attributed to infinitesimal disturbances in theory 
and measurable disturbances in experiment. In the laboratory, dis­
turbances are never spatially distributed as in the theory, so mea­
surements can never really be made at the neutral limit. Measuring 
instruments indicate the accumulated effect of a number of unstable 
disturbances, some of which are caused by the instrument itself and 
others which are already amplified and convected with the base 
flow [81. 
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The purpose of this investigation is to study the effects of axial heat 
conduction on thermal instability of a plane Poiseuille flow between 
two horizontal flat plates where the lower plate is maintained at a 
higher constant temperature T\ (X > 0) than the upper plate at T2 

which is identical with the uniform entrance fluid temperature To at 
the far upstream (X = — <*>). The mathematical formulation for the 
basic flow in the thermal entrance region of the parallel-plate channel 
heated from below is similar to that used by Hennecke [2] and Hsu 
[3] which is considered to be the most rigorous analysis of the Graetz 
problem. The onset of convective instability for both longitudinal and 
transverse vortex rolls in the low Peclet number flow regime is studied 
by using linear stability theory. 

2 Temperature Solutions for Basic Flow 
Neglecting viscous dissipation effects, the governing equations in 

dimensionless form for the thermal entrance region problem (see Fig. 
1) with axial heat conduction are [3] 

d2Bb / 8 \2d2Bb 

-ADIABATIC WALL 

2 dOb 
-lit, : 

3 dx' dz'2 \ 3 P e / dx'2 (1) 

6 l ( - ° ° , Z') = 00, 

fc2K Z') = Bf, 

dObi(x', l)/dz' 

= dObl(x', -l)/dz' •• 

b2W, 1) = 1, 

eb2(x', - l ) •• 

0 for - » < x ' < 0 (2) 

-1 for 0 < x' < oo (3) 

hl(0, z') = 062(0, Z'), 

dObl(0, z')/dx' = 00b2(0, z')/dx' at x' = 0 (4) 

where the dimensionless variables are defined in the Nomenclature-
and ub = (3/2)(l — z'2) for a plane Poiseuille flow. 

Following the procedures outlined in [3, 14], the temperature so­
lutions Bbi and 6b2 in the adiabatic and heated regions, respectively, 
which satisfy the conditions at x' = ±°> can be written as 

%b\{x\ z') = 0O + Z BnYn(z') exp(«„ V ) 

+ E AnFn(z') exp{tn
2x'), - » < x ' < 0 (5) 

n = l 

2(x', z') = z' + Z CnRn(z') exp(-/3„ V ) 

+ ZDnZn(z')exp(-yn
2x'), 0 < x' < «. (6) 

n = l 

where an, en and Yn, Fn are the even and odd eigenvalues and ei-

T=T 0 ( * . -0 ) 
at X=-co 

@]@!®!® '-r-
TRANSVERSE ROLLS 

Fig. 1 Coordinate system and transverse and longitudinal vortex disturbances 
for plane Poiseuille flow 

genfunctions, respectively, for the adiabatic region. Similarly, f)n, yn 

and Rn, Zn are the even and odd eigenvalues and eigenfunctions, re­
spectively, for the heated region. The details of the solution method 
and the computed eigenvalues and eigenfunctions as well as the series 
expansion coefficients for the case 80 = 1 are given elsewhere [15,16]. 
A fourth-order Runge-Kutta method [17] using 200 equal steps is 
employed to obtain the eigenvalues and eigenfunctions from the nu­
merical solution of the characteristic equations and their boundary 
conditions. The series coefficients are calculated by matching both 
the temperatures and the axial temperature gradients at x = 0 after 
constructing orthonormal functions from the nonorthogonal eigen­
functions [3]. In this study, the infinite series are truncated at n = 12 
and 8 for Pe = 1, 5 and Pe = 10,50, <=, respectively. For the instability 
problem, it is more convenient to shift the coordinate origin to the 
lower plate as shown in Fig. 1. The basic temperature profile now 
becomes <po = (1 - 0b/2). 

3 P e r t u r b a t i o n E q u a t i o n s 
The derivation of the perturbation equations is based on the 

method of small disturbances (a linearization about the basic flow) 
using the Boussinesq approximation. Introducing the sum of the basic 
flow and the disturbance flow as U = Ub(Z) + U',V= V, W = W, 
T = Tb + 0' and P = Pb+ P', subtracting out the basic flow equations 
from the conservation equations for mass, momentum, and energy, 

.Nomenclature™ 

An, Bn, Cn, Dn = coefficients of infinite series 
in equations (5) and (6) 

a i, a2, a = wave numbers in x and y direc­
tions and (ai2 + a2

2)1/2 

c = amplification or damping factor, c = 0 at 
onset of instability 

D = d/dz 
Gr = Grashof number, gf}(t\T)L*/v2 

g = gravitational acceleration 
i = (-1)1/2 

L, ( = height of channel and L/2 

P, Pb = fluid pressure (Pb + P') and basic 
flow pressure 

Pe = Peclet number, 4Um£/a = RePr 
Pr = Prandtl number, via 
p = dimensionless perturbation pressure, 

P'lipv2IL2) 
Ra = Rayleigh number, PrGr 
Re = Reynolds number, AUm(/v 
T, Tb, Tm, T0 = fluid temperature (Tb + 6'), 

basic flow temperature, (Tx + T2)/2 and 
uniform upstream temperature 

Tii T2 = constant lower and upper plate 
temperatures 

Ub, Um, ub = axial and mean velocities and 
(Ub/Um) of basic flow 

U', V, W = disturbance velocity compo­
nents 

u,v,w = dimensionless perturbation velocity 
components (W, V, W')/{v/L) 

X, Y, Z = cartesian coordinates with origin 
at lower plate 

X', Z' = coordinates with origin at center of 
channel 

x,y,z= (X, Y, Z)/L 
x', z' = (X'/(3/8)fPe, Z'le) 
x, z = transformed coordinates, (%/(3Pe/16), 

z) 
Y„, Rn, Fn, Zn = eigenfunctions 
a - thermal diffusivity 
ffn. &i, tn, Yn = eigenvalues 

/3 = coefficient of thermal expansion 
0 = dimensionless disturbance temperature, 

O'/AT 
6b, 0O = dimensionless temperature and uni­

form entrance temperature, (Tb — Tm)/ 
(T2 - Tm) and (T0 - Tm)/(T2 - Tm) 

v = kinematic viscosity 
p = density 
4>u, <t>o = dimensionless basic velocity and 

temperature profiles, (l/2)ub = 3(z — z2), 
(1 - Bb)/2 

AT = (Ti - T2) 

Superscripts and Subscripts 

' = perturbation quantity 
+ = amplitude of disturbance quantity 
* = transformed perturbation variable or 

critical value 
b = basic flow quantity in unperturbed 

state 
1, 2 = upstream and downstream regions 
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one obtains the following disturbance equations after neglecting 
nonlinear terms: 

aw av dw 
dX dY dZ ~ 

ax dz P ax 
T1 av iap' 
Ub — = + vV2V 

ax P aY 

aw 1 aP' 
u—= +vviw + gpe' 

ax P az 

(7) 

(8) 

0) 

(10) 

d8' dTb dTb 
Ub— +U'—-+W—-• 

ax ax dz 
xV20' (11) 

where V2 = d2/dX2 + d2/dY2 + d2/dZ2 and the disturbances are taken 
to be independent of time [1, 8,10]. 

After introducing the dimensionless variables, (x, y, z) = (X, Y, 
Z)/L, (u, u, w) = (V, V, W)l(vlL),p = P'/(pv2/L2), 8 = 0'/(AT) and 
the parameter Gr = gP(AT)L3/v2, the disturbance equations be­
come 

du du dw 
— + — + — = 0 
dx dy dz 

du dd>u dp 
Re0u — + Re - ^ w = - — + V2u 

dx dz dx 
„ du dp 
Re0u — = - — + V2u 

dx dy 

„ dw dp 
Re0„ — = - — + V2w + Gr0 

dx dz 

R . 38 30„ 30fl 1 
Re0u 1- it h w = — V20 

dx dx dz Pr 

(12) 

(13) 

(14) 

(15) 

(16) 

where 0U = 3z(l - z), 0« = (Tb - T2)/AT = (1 - 6b)/2 and the op­
erator is understood to be V2 = d2/dx2 + d2/dy2 + d2/dz2. The de­
pendent variables u, v, and p can be eliminated from the continuity 
and three momentum equations and one obtains a single equation 
as 

Re<fc — (V2w) - R e ^ — = V2V2w + GrV^f? 
dx dz2 dx 

where 
Vi2 = dVdx2 + d2ldy2 and V2 = Vi2 + d2/dz2 (17) 

A separable solution for w and 0 may be sought in the following form 

[1]: 
f(x, y, z) = f+(z) exp[ex + i{a\x + a^y)} (18) 

where c is the amplification factor and the wave numbers ax and a2 

are real. Confining attention to neutral stability, one has c = 0. After 
substituting equation (18) for the disturbances w and 0, respectively, 
into equations (17) and (16), one obtains 

(D 2 _ „2^2„,+ . • a2)2w+ - iaiRe<l>u(D
2 - a2)w+ 

+ ia1Re(d2<j>Jdz2)w+ = Gra20+ (19) 

(D2 - a2)0+ - ia iPe0 u 0 + = Prlu+d^o/dx + w+dfo/dz] (20) 

where a2 = ai2 + a^ and D = d/dz. The two foregoing disturbance 
equations involve three unknowns and u remains to be specified. The 
following two cases [6] are of interest in this study: 

1 For longitudinal rolls (oi = 0), and the x -momentum equation 
(13) gives 

(D2 - a2)u+ = Re(d<l>u/dz)w+ (21) 

It is noted that at neutral stability the x -dependence for the distur­
bance quantities can be neglected and one has dp/dx = 0. 

2 For transverse rolls (a2 = 0), the continuity equation (12) gives 
[6] 

u+ - iDw+/a2 
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(22) 

At this point, it is more convenient to introduce the transforma­
tions, x = (3Pe/16)5c, 2 = 2, u+ = Reu*, w+ = w*, 0+ = Pr0*, u+ = Re 
u*, Ra = GrPr and one obtains: 

1 Longitudinal rolls 

(D2 - a2
2)2w* = Raa2

20* (23) 

(D2 - a2
2)u* = (d<pjdz)w* (24) 

(D2 - a2
2)0* = (16/3Pr)u*3 V d x + w*d<t>e/dz (25) 

2 Transverse rolls 

(D2 - a,2)2«;* - iaiRe<l>u(D
2 - ai

2)w* 

+ iaiRz(d2<l>Jdz2)w* = Raax
20* (26) 

u* = (i/aiRe)Dw* (27) 

(D2 - aj2)0* - ia1Pe0u0* = (16/3Pr)it*<50fl/3x + w*d$o/dz (28) 

The boundary conditions at the rigid and highly conductive walls 
applicable to the two foregoing types of disturbances are 

: Dw* = u* = 0* = 0 at 2 = 0 and 1 (29) 

In this study, the oblique modes (ai ^ 0, a2 y^ 0) are not considered 
[6] since the two foregoing modes are observed experimentally. For 
transverse rolls, the disturbance u* may be eliminated by substituting 
equation (27) into equation (28) and only the real part of the distur­
bance equations is considered to have physical significance. It is seen 
that equation (26) is the Orr-Sommerfeld type equation and is coupled 
with the energy equation (28). 

4 Method of Solution 
Considering the expressions for the basic temperature profiles 0JI 

and 0(,2, it is obvious that an analytical solution of the present char­
acteristic value problem is not practical. An iterative technique using 
the higher order finite-difference scheme [18] is used for the simul­
taneous solution of the coupled disturbance equations [1]. The details 
of the numerical solution method are described in [16]. 

5 Results and Discussion 
The critical Rayleigh numbers at the onset of secondary motion are 

of primary interest in this study. The graphical results are presented 
in Figs. 2-7 and the numerical results are listed in [16] for the case 0o 
= 1. One notes that for heating from below, one obtains 0o > — 1 but 
only the case 8Q = 1 (To = T2) is considered in this study. The effects 
of Prandtl number on the onset of longitudinal vortex rolls in both 
the upstream and downstream regions are shown in Figs. 2-4 for Pe 
= 1,10 and 50, respectively. 

For 0O = 1 and Pe = 1, the instability results for Pr = 0.7,1,10,100, 
and °° are practically identical and the critical Rayleigh number de-

- 2 - 1 0 1 2 3 4 

DIMENSIONLESS COORDINATE, X 

Fig. 2 Prandtl number effect on critical Rayleigh number versus x for 80 = 
1 and Pe = 1 
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Prandtl number effect on Ra* versus x for 0O = 1 and Pe = 10 
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i i i 

^ 
^ 

-~-\ ]" 

07"~-

I 

8 0 O , Pe=50 

THIS WORK 

^Pr- I00,<o l ' 

^ ^ f c » » - . 1708 

_ _ ^ / ^ 
1 i i 1 i 

10"3 IO"2 10"' 10° 

DIMENSIONLESS COORDINATE, X 

Fig. 4 Comparison of instability results between present work and [1] for 
0o = 1 and Pe = 50 

creases monotonically from the asymptotic value of Ra* = <*> at x » 
—6 to Ra* = 1708 at x = 3.0 for a linear basic temperature profile. The 
independence of the critical Rayleigh number Ra* on Prandtl number 
for Pr > 0.7 in the case of Pe = 1 can be explained from the pertur­
bation equation (25). It is found that when Pe = 1, the relative mag­
nitude of the ratio R = (dcfrgl dx) I (,d<j>sl Sz) is less than IO - 3 and con­
sequently the forcing term (16/3Pr)(dcfo/<H")u* on the right-hand side 
of equation (18) can be neglected in comparison with the term (d^ol 
dz)w* for the range Pr = 0.7 ~ °°. Thus, the coupled effect of the 
vertical basic temperature gradient d^g/dz and the vertical velocity 
disturbance w* dominates. On the other hand, when Pe = 5 and 10, 
the ratio R is found to be less than IO - 2 and 10 - 1 , respectively. It is 
thus seen that the instability result is independent of Prandtl number 
when Pr > 10 for Pe = 5 and Pr > 100 for Pe = 10. The foregoing 
argument assumes that the axial and vertical basic temperature 
gradients, dfoldx and d<j>o/dz are of the same order of magnitude which 
is verified by the numerical results [15, 16]. Prom the foregoing dis­
cussion, it is also clear that the role of Prandtl number becomes in­
creasingly important as the Prandtl number decreases for a given 
Peclet number. When Pr is small, the term (16/3Pr)u*dtpo/dx also 
destabilizes the flow. As is seen from Figs. 2-3, a local minimum for 
Ra* exists when the Prandtl number is small. This means that when 
the Prandtl number is small, the region near the thermal entrance x 
= 0 is more unstable than the fully developed region. The practical 
implications are believed to be important for liquid metals. Noting 
that the basic temperature profile <j>g is a function of Peclet number 
only, one sees that the effect of Prandtl number appears through the 
disturbance equation (25) only. 

The instability results for Pe = 50 are shown in Fig. 4 where the 
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Fig. 5 Comparison of instability results between present work and [1] for 
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Fig. 6 Peclet number effect on R a ' versus x for 0O
 = 1 and Pr = 0.7 

unpublished results related to the earlier analysis [1] based on the 
assumption that the fluid temperature is uniform at the thermal en­
trance x = 0 are also plotted for comparison. One should note that the 
simplified model [1] predicts Ra* = °> at x = 0 whereas the present 
model predicts a finite value for Ra* at x = 0. At Pe = 50, the concept 
of a thermal boundary layer is applicable [15,16] and the lower Ra* 
at a given x from [1] for a given Pr can be attributed to the larger 
unstable thermal boundary layer thickness caused by the somewhat 
artificial absence of the upstream heat penetration through x = 0. The 
effect of the axial heat conduction is seen to decrease the thermal 
boundary layer thickness and the axial temperature gradient d<fig/dx. 
One should note that at Pe = 50, the lower limit for Pr exists because 
of the critical Reynolds number Re = 14,170. At Pr = 0.1, the entrance 
region is seen to be more unstable than the fully developed region. 

In order to examine critically the effect of upstream heat conduction 
on the critical Ra*, the instability results for Pr = 0.7,10,100 and Pe 
= 5 are compared in Fig. 5 with the unpublished results of the earlier 
study [1] which neglected the upstream heat penetration through x 
= 0. At Pe = 5, the earlier model is apparently inadequate to predict 
Ra*. It is noted that the trend of the Prandtl number effect on Ra* 
between the present and earlier analyses for Pe = 50 (see Fig. 4) and 
Pe = 5 is just opposite. This is caused by the fact that at Pe = 50, the 
problem is basically parabolic and the concept of a thermal boundary 
layer is applicable whereas at Pe = 5, the problem is elliptic and the 
heat from the lower plate already penetrates to the upper plate at x 
= 0. It is then clear that the larger unstable fluid layer near x = 0 from 
the present physical model leads to the considerably lower Ra*. 

The effect of Peclet number on Ra* for Pr = 0.7 (air) is shown in 
Fig. 6. The Peclet number effect on Ra* in the upstream region is seen 
to be opposite to that in the downstream region. The lower Ra* for 
Pe = 1 in the adiabatic region is due to the larger unstable fluid layer 
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caused by the axial heat conduction. The developing temperature 
profiles shown in [15,16] clearly confirm the foregoing statement. The 
instability results for Pr = 10 (water) are also shown in Pig. 7. The 
thermal entrance length for Pe = 1 is longer than those of Pe = 5,10, 
50 and correspondingly the asymptotic value Ra* = 1708 for a fully 
developed basic flow with a linear temperature profile is approached 
at a farther downstream location. 

The case of transverse rolls is of special interest in this study and 
the numerical results for Pe = 1 and Pr = 1,100 are listed in [16]. The 
graphical results are presented in Fig. 8 where the instability results 
for the case of longitudinal vortex rolls are also plotted for comparison. 
It is seen that the onset of the transverse rolls has priority over that 
of the longitudinal rolls in the upstream region as well as part of the 
downstream region (x £ 1.2). Note that the case of Pr = 100 is more 
unstable than that of Pr = 1 for transverse rolls but the opposite is 
true for longitudinal rolls. It is also found that for Pe = 1, Pr ;S 0.1 the 
transverse rolls have no priority over the longitudinal rolls. Similarly, 
the numerical results reveal that Ra* for transverse rolls is higher than 
that for longitudinal rolls at x = 0 for Pe > 5. It is thus concluded that 
the onset of the transverse rolls has priority over that of the longitu­
dinal rolls only when Pe 5 1 and Pr £ 1 (or small Re) and it occurs in 
the upstream and downstream regions near the thermal entrance x 
= 0. For fully developed region, the longitudinal rolls appear to have 
priority but the difference in Ra* is so small that the transverse rolls 
may occur under certain conditions. 

For a given Pe, as Pr —• °° one obtains Re —• 0. The perturbation 
equations for transverse rolls in the fully developed region then be­
come: 

(D2 - ai
2)zw* = a^RaS* (30) 

(D2 - a t
2)20* - ia iPe iM* = w*d<t>o/dz (31) 

where dfoldz = - 1 . The calculation for Pe = 1 gives Ra* = 1717.06 
and ai* = 3.117. The fact that Ra* is larger than the value of 1708 for 
longitudinal rolls suggests that the term involving Pe in equation (31) 
may have a stabilizing effect. 

The physical reasons for the priority of the "transverse-vortex 
disturbances" over the "longitudinal vortex disturbances" under the 
conditions stated earlier are not immediately clear from the study of 
the disturbance equations and a consideration of the energy exchange 
between the main flow and the perturbation. However, it appears that 
when Re is large the transverse rolls tend to be washed out. In addi­
tion, one notes that the developing basic temperature profiles show 
a negative axial temperature gradient near upper plate (z » 0.6 ~ 1.0) 
for x 2; -0 .1 at Pe = 1 [15]. At Pe = 5, the region of negative axial 
temperature gradient is rather small and negligible [15]. It appears 
that the horizontal density gradients also play some role for the onset 
of transverse rolls. 

The streamline pattern of the transverse-roll type disturbances in 
a longitudinal cross section is of particular interest. The secondary 

flow field configuration at the onset of instability is shown in Fig. 9 
for the fully developed condition with Pe = 1, Pr = 100, Ra* = 1717.07, 
oi* = 3.117. The stream function is defined by u = —d\j//dz and w = 
d\j//dx. From the normal modes of disturbances, one has w = w+(z) 
e'°i* and \p = \p+{z)eia^. Noting that w+ one obtains \p 
{w*/iai)e'aix where only the real part is considered to have physical 
meaning. The contour lines are based on j ^ m a x | = 1 and the dimen-
sionless wavelength X = 2-w/ai = 2.0156. The streamline pattern is 
quite similar to that of the longitudinal rolls and the eyes of the vor­
tices are seen to be located at the center of the channel. 

6 C o n c l u d i n g R e m a r k s 
1 The effects of axial heat conduction on the thermal instability 

of horizontal plane Poiseuille flow heated from below are studied for 
both longitudinal and transverse vortex disturbances. It is found that 
the transverse rolls with axes normal to the main flow are the pre­
ferred mode of disturbances for the very low Peclet number regime 
(say Pe 5 1) with Pr S 1 (or low Re) in the developing regions up­
stream and downstream of the thermal entrance. For other conditions, 
longitudinal rolls with axes parallel to the basic velocity are the pre­
ferred mode of disturbance. The observed Peclet number effect on 
the disturbance modes is consistent with experimental results for 
combined free and forced convection in porous media [21, 22]. 

2 For a given entrance temperature parameter 80 and Peclet 
number, the instability mechanism relating to the Prandtl number 
effect on the onset of longitudinal vortex rolls in the thermal entrance 
region is clarified by studying the relative order of magnitude of the 
forcing terms involving axial and transverse basic temperature gra­
dients in the energy disturbance equation (25). 
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3 For the low Peclet number regime (say Pe < 50), the assumption 

of uniform entrance fluid temperature at the thermal entrance x = 

0 for the basic temperature solution is not valid because of upstream 

heat penetration through x = 0 into the upstream adiabatic region. 

At Pe = 5 and 0n = 1. the predictions of critical Rayleigh number for 

longitudinal vortex rolls show considerable discrepancy between the 

two models with and without upstream heat penetration. The dis­

crepancy increases with the decrease of Peclet number. 

4 The present instability results can be used in predicting the 

onset of free convection effect on laminar heat transfer in wide hori­

zontal rectangular channels [8]. For Ra > Ra*, one has a finite am­

plitude thermal convection problem and the classical Graetz formu­

lation for the thermal entrance region problem in a parallel-plate 

channel is not applicable. It should also be noted that the existence 

of stationary longitudinal vortex rolls is confirmed by experiment [8]. 

However, the case of transverse vortex rolls remains to be confirmed 

by experiment. 

5 The numerical experiments using 20 eigenvalues are also carried 

out to confirm the accuracy of the present numerical results. For x 

> 0.1, the accuracy of Ra* is within 1 percent for Pe = 1,5,10,50 and 

at x = 0+ , the error of Ra* is about 1 percent for Pe = 1,5 and 2 per­

cent for Pe = 10. The convergence of the numerical solution is thus 

confirmed. 

6 Physically, as a low velocity main flow is imposed on Benard 

cells "transverse-vortex disturbances" appear first. With a further 

increase of the steady main flow velocity, "longitudinal vortex dis­

turbances" appear. The effect of superposed steady flow on unstable 

fluid layers described in [5, 23] is consistent with the present theo­

retical results. 

7 Viscous dissipation effects are neglected within the scope of 

present work but should be studied in the future. Apparently, thermal 

radiation effects and other thermal boundary conditions such as 

convective boundary conditions are also of practical interest. 
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Numerical Study of Some Three-
Dimensional Laminar Free 
Corrective Flows 
Three-dimensional buoyancy-induced flows over plates and cylinders have been consid­
ered. The three-dimensional flow results either from the fact that the body is inclined to 
the horizontal or from the fact that there is a longitudinal acceleration component. Both 
the cases where this acceleration component is constant and the case where it varies lin­
early with the distance along the body have been considered. The study is based on the 
use of the constant-property boundary-layer equations. These equations have been re­
written in terms of dimensionless variables, and thus the resulting equations do not ex­
plicitly depend on the nature of mechanism causing the three-dimensional flow. These 
equations have been solved numerically using finite-difference methods, with heat-trans­
fer distributions for various representative situations being deduced. 

I n t r o d u c t i o n 

The present study is concerned with three-dimensional 
buoyancy-induced flows over plates and cylinders that lie in a vertical 
plane. The three-dimensional flow considered results either from the 
fact that the body is inclined with respect to the direction of the gra­
vitational acceleration or from the fact that there exists a longitudinal 
acceleration component / , as indicated in Fig. 1. This acceleration 
component would normally be the result of bulk rotation of the fluid 
and the body. Of course, in such a case, / will vary linearly with the 
coordinate z as shown in Fig. 1. However, if the distance of the body 
from the axis of rotation is large compared to the length of the body, 
/ can be treated as constant. 

The solution procedure adopted can be applied to a cylinder of 
relatively arbitrary cross-sectional shape, as indicated in Fig. 1. 
However, results will be discussed only for flow over a circular cylinder 
and a flat plate. For these two types of bodies the solutions for the 
limiting cases of gravitational flow over horizontal bodies (<p = 0 deg) 
and vertical bodies (<p = 90 deg) are known (e.g., see references [1, 2]1), 
and the solutions for these two values of cj> are the same in the case of 
a flat plate. Several studies of two-dimensional flow in the case where 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS, and presented at the National Heat 
Transfer Conference, St. Louis, Mo., August 9-11, 1976. Revised manuscript 
received by the Heat Transfer Division August 30, 1976. Paper No. 76-
HT-34. 

the gravitational acceleration component is negligible compared to 
the longitudinal acceleration component are also available [3,4]. No 
comprehensive studies of three-dimensional free convective flows of 
the type being considered here appear to be available. However, 
approximate solutions for a variety of such flows have been presented 
[5]. 

G o v e r n i n g E q u a t i o n s 
The present study is based on adoption of the boundary-layer as­

sumptions and the assumption that curvature effects are negligible. 
Because of this the governing equations can be written in terms of the 
coordinate system shown in Fig. 1. Therefore, assuming steady lam­
inar flow and constant fluid properties, the governing equations 
are 

du dv dw 
— + — + — = 0 
dx dy dz 

(1) 

du du du d2u 
u V v f- w — = v—-

dx dy dz dy2 

dw dw dw 
u 1- v h w — 

dx dy dz 

+ ( 3 | ( T - r „ ) ( g cos <j> - / s i n <j>)\ sin 6 (2) 

d2w 

dy' 
+ P(T-T„)(g sin <t> + f cos <l>) (3) 

dT dT dT v d2T 
u h V r w = -

dx 3y dz Pr dy2 (4) 

It should be noted that the body shape affects the solution only 
through the term sin 6. It should further be noted that the direction 
of the %-coordinate is by assumption in the direction of flow. There-
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Horz. 

• Horz. 

Fig. 1 Situation under consideration 

fore if the longitudinal acceleration component / sin 0 is larger than 
the gravitational acceleration component g cos 0, the x direction will 
be opposite to that shown in Pig. 1. For this reason the modulus is 
included on the buoyancy term in the x -momentum equation. 

The boundary conditions on equations (l)-(4) are assumed to be 

z = 0; u = 0, w = 0, T = T„ for all x and y 

y = 0;u=0, v- = 0, w=0,T = Tv for all x and z 

y large: it — 0 , I U — 0 , T — T„ for all x and z (5) 

Tw is the wall temperature, which here is assumed to be uniform. 
However, the solution procedure adopted may easily be extended to 
deal with uniform surface heat flux. 

In addition, boundary conditions at x = 0 are required. For a cyl­
inder these are 

dw dT 
x=0: u = 0, — = 0, — = 0 for all z a n d y (6) 

dx dx 

while for a plate they are 

* = 0 ; u = 0 , w •• 0, T = T„ for all z and y (7) 

Dimensionless Equations for Constant f. The case where the 
longitudinal acceleration component / can be assumed constant will 
first be considered. If D is some convenient representative dimension 
of the body, the following Grashof number is introduced 

I&(TW - T„)(g cos 0 - f s in 0) D3\ 

and the following dimensionless variables are then defined: 

/ ^ V 
V V I G o 0 ' 5 V v I G D 0 - 2 5 

(8) 

(9) 

/«£y 1 | g cos 0 — f sin 01 T-T. 

GL 

_ x 
x = —: 

D 

g s in <j> + f cos 0 I 

y=g)Gflo,5 

g cos 0 — / sin 01 

(9) 

'-(D lg sin 0 + / cos 01 

In terms of these variables, the governing equations introduced in 
the previous section become 

du 
u hi 

dx 

dw 
u 

33c 

dT 
u — 

dx 

du dv 
— + — 
dx dy 

du 
u 1- w • 

dy 
dw 

•f u — + 
dy 
dT 

+ v — + 

dw 
+ •— = 

dz 

du_<92 

dz 55 

dw 
w — = 

dz 
dT 

w — = 
dz 

•0 

- + T s , n 

~dj~2 

1 

" P r 

•+T 

d2T 

dy2 

e 

(10) 

(11) 

(12) 

(13) 

The boundary conditions in terms of these variables are basically 
the same as given in equations (5)-(7). Thus the above set of equations 
show that u, v, w, and T are functions of only x, y, and z for a given 
body shape and a given Prandtl number, with the values of fig and 
0 not explicitly entering the solution. 

The heat-transfer rate at the surface is given by applying Fourier's 
equation, which gives 

dT\ . N D 8T\ 
— i.e.. 
dy I 

qw = -k-
ly=o ly=o 

(14) 
Gfl0-25 dy\ 

where No is the local Nusselt number based on D. This shows that 
No/Go0-2 5 is a function of only x and z for a given body shape and 
given Pr. 

Flat-Plate Solution. As mentioned in the introduction, results 
will be considered here only for flow over a flat plate and a circular 
cylinder. For a flat plate, sin 6 is everywhere equal to 1, and the 3c-
momentum equation, i.e., equation (11), for this case becomes 

du du du d2u — 
u — + t J—+iZ) — = — + T 

dx dy dz dy2 (15) 

Comparing this with equation (12) shows that in this case u = w, 
so that the flow direction relative to the z direction (i.e., to the leading 
edge of the plate), which is equal to t a n - 1 (u/w), will be given by using 
the definitions of u and w by 

| g s i n 0 + / c o s 0 | 
arctan ; (lb) 

\g cos 0 — / s i n 0l 

at all points. The flow in this case is therefore essentially two-di­
mensional and is in the direction of the resultant acceleration vector. 
The heat-transfer rate for this case is therefore given by the well-
known solution for two-dimensional flow over a vertical flat plate with 
a horizontal leading edge with / = 0, except that in the present case 

.Nomenclature. 

D = representative dimension of body 
/ = longitudinal acceleration component 
/o, fi = coefficients in expressions for / , see 

equation (21) 
g = gravitational acceleration component 
Go = Grashof number, see equations (8) and 

(22) 
k = conductivity 
No = Nusselt number based on D, i.e., 

qaD/k(Tw-fJ) 
t = axial length of cylinder 
7 = ^ / ( D t a n 0 ) 

Pr = Prandtl number 
qw = local wall heat-transfer rate 
T = temperature 
Tw = wall temperature 
To. = ambient temperature 
T = dimensionless temperature, see equation 

(9) 
u,u,w = velocity components in x, y, and z 

directions, respectively 
u,v,w = dimensionless velocity components, 

see equations (9) and (22) 
x, y, z = coordinate system used, see Fig. 1 
x, y, z = dimensionless coordinates, see 

equations (9) and (22) 
/3 = coefficient of cubical expansion with 

temperature 
0 = angle of inclination from horizontal 
8 = surface angle 
v = kinematic viscosity 

Subscripts 

m = based on mean heat-transfer rate 
H = value given by horizontal cylinder solu­

tion for given 7 
V = value given by vertical plate solution for 

given 7 
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Fig. 2 Flow regions for flat plate with constant f 

the distance from the leading edge in the direction given by equation 
(16) is used in place of the vertical distance. The above conclusions 
may, of course, be regarded as obvious, since the boundary-layer forms 
of the governing equations are being used. Their adequacy is essen­
tially confirmed by visual studies of free convective flow over plates 
with nonhorizontal leading edges [6] showing that despite the lead­
ing-edge inclination the flow direction remains vertical. 

For flow over a plate, therefore, the heat-transfer rate will be in­
dependent of z except for a region indicated by ABC in Fig. 2 near the 
"lower" edge of the plate (i.e., edge AB in Fig. 2) where this edge forms 
the "leading" edge for the flow. In region ABC the heat-transfer rate 
will vary in the z- direction but not in the x- direction. Because of the 
way in which z is defined, line AC is simply given by z = x. The two-
dimensional flow solution, of course, still applies in this region pro­
vided the distance from the "lower" edge (i.e., edge AB) is used as the 
distance from the leading edge. 

Stagnation-Point Solution. For flow over a circular cylinder, 
the heat-transfer rate in general will depend on both x and z. How­
ever, in the vicinity of the leading edge, 6 is near zero, and thus sin 8 
^ 6 = 2x, with the reference length D being in this case, of course, 
taken as the cylinder diameter. In this case, if a new dimensionless 
velocity u* = u/x is defined, the solution becomes independent of x, 
and the governing equations reduce to 

du dw 
u* + — + — = 0 

dy dz 

u*2 + u-
_ du* 

dy 

du d2u* 
+ w — = -

dz 
+ IT 

(17) 

(18) 

_ dw _dw 
V — + W — = 

dy dz 

_dT _dT 
v — + w — • 

dy dz 

+ T (19) 

(20) 

dy2 

d2w 

l d2T 
Pray2 

In this case, then, the solution does not depend on x, and the 
heat-transfer rate will therefore be such that, for a given Prandtl 
number, N D / G O 0 - 2 6 is a function of z above. 

Dimensionless Equations for Variable t. Here, as discussed 
in the introduction, it is being assumed that the longitudinal accel­
eration component varies linearly with z, i.e., it is assumed that 

/ : 
'• + '<• © (21) 

with /o and /,- being constants. 
The dimensionless variables used are basically the same as in the 

constant-/ case except that here Go, w, and z are based on /o, i.e., 
here 

G D : 
1fJ(Tw - T„)(g cos 0 - f0 sin 0) £>3| 

w=/^-\ 

v2 

|gcos< • f0 sin 01 

Go0-5 I g s i n 0 + /0cos< 

g cos 0 — /o sin 4> I 

(22) 

(5) I g sin 0 + /o cos 01 

The continuity equation (10) and the energy equation (13) are the 
same as in the constant-/ case. However, the x- and z-momentum 
equations in the present case become 

_du _du _du d2u 
u — +v — +w — = —— 

dx <9y dz dy2 

_dw _dw __dw 
ii — + v — + w—-

dx <9y dz 

+ T sin 6 1 

d2w 

fi sin <j 

+ T 1 + 

(g sin 0 + /o cos 0) . 

(g cos 0 - /o sin 0)2 

fi cos 0 I 

| (23) 

(24) 
dy2 I (g cos 0 —/o sin 0) 

The boundary conditions are, of course, basically the same as in 
dimensional form. 

For the variable-/ case, results will be given only for a horizontal 
body, i.e., for 0 = 0. In this case, the dimensionless variables reduce 
to 

GD-
| ^ ( T „ - r . ) g D S 

and the x- and z- momentum equations are 

du du du d2u — 
it — + u — + u; — = - — + T sm 0 

dx dy dz 3y2 

dw dw dw d2w — / fi \ 
u — + v— + w — = ^r+T(l+-z) 

dx <9y dz dy2 \ g I 

(25) 

(26) 

(27) 

Solution Procedure 
Solutions to the sets of equations outlined in the previous two 

sections have been obtained numerically. A set of grid planes normal 
to the z axis was introduced. On each of these planes a set of grid lines 
parallel to the x and y directions was then introduced. Finite-differ­
ence approximations written in terms of this grid system were then 
introduced into the governing set of partial differential equations, 
reducing them to a set of algebraic equations. 

The first of the boundary conditions given in equation (6) gave the 
conditions at all points on the grid plane at z = 0. Using these, the 
solution on the next grid plane was obtained, with this solution ad­
vancing in the x-direction from y grid line toy grid line starting from 
the known conditions at the y grid line at x = 0 that are given in 
equations (6) and (7). Once the solution on the second grid plane had 
been obtained in this way, the solution was advanced, using the same 
procedure, to the next grid plane and so on. Basically the procedure 
used is the same as that used for two-dimensional flows [7]. It involves 
the use of three-point difference approximations for the y- direction 
derivatives and two-point approximations for those in the x- and 
z-directions. An implicit difference scheme was used, with the y-
derivatives being expressed in terms of conditions on the y grid line 
to which the solution was advancing. The coefficients in the convective 
terms, such as u in the u(du/dx) term, were also evaluated on this grid 
line to which the solution was advancing. However, in order to work 
with a set of linear algebraic difference equations, these coefficients 
were dealt with iteratively. They were first approximated by the 
values on the line from which the solution was advancing, and the 
resultant set of equations was solved using the Thomas algorithm. 
This solution was then used to give the second approximation for the 
coefficient terms, and so on until convergence was achieved. In order 
to stabilize this iterative procedure, pseudo-time-derivative terms 
were introduced in the two momentum equations. The number of 
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N, 
-=A(Pr ) (28) 

iterations required to achieve convergence varied with coordinate 
position from a minimum of about three to a maximum of about ten. 
The basic procedure has previously been applied to a number of 
two-dimensional flow problems [7-9]. 

Variable grid spacing was used in all three coordinate directions. 
Calculations with various grid spacing and numbers of grid points 
were undertaken. However, because of the three-dimensional nature 
of the problem, it was not practical to explore in detail the effect of 
grid size and distribution on the solution. However, sufficient calcu­
lations were undertaken to indicate that the solutions given below are 
independent of grid spacing i.e., they are not unique to.the spacing 
used. Typically, about 40 grid points were used in both the y and the 
x direction. Because of the form of the difference approximations 
used, the solution at any stage involved only conditions on two adja­
cent grid planes. 

The above procedure gave the values of u, v, w, and T at all grid 
points. Using this calculated distribution of T, the distribution of the 
dimensionless heat-transfer rate could be derived. 

Results 
Consideration will first be given to results for the case where / is 

constant. As shown earlier, the flow over a plate in this case is two-
dimensional. Results will therefore be given only for flow over a cir­
cular cylinder. In this case, as was shown earlier, the dimensionless 
heat-transfer rate is a function of x and z for a given Pr. The calculated 
variation for two values of Pr is shown in Figs. 3 and 4. In presenting 
the results in these diagrams, 0 = arcsin 2x, where D is the cylinder 
diameter, has been used instead of x. It will be seen from the results 
for Pr = 0.7 in Fig. 3 that at small values of z the results for all 8 tend 
to coincide, while for large z the results tend to be independent of z. 
This is, of course, an obvious trend, since it will be seen from the form 
of the governing equations and the definition of z given in equation 
(9) that z = (z/D) (ratio of net x -acceleration component to net z-
acceleration component). Hence at small z values, the z-acceleration 
dominates and the flow is effectively the same as that for two-di­
mensional flow in the z direction. If the x -acceleration component 
is entirely negligible, the well-known solution for two-dimensional 
flow over vertical surfaces gives 

G z 0.25 

where A as indicated is a function of Prandtl number alone, N2 is the 
local Nusselt number based on z, and G2 is given by 

\P(TW - T„)(g cos 4-fain 4) z3* 
Gz = 

Rearranging equation (28), therefore, gives 

N D A(Pr) 

(29) 

(30) 
G f l 0 . 2 5 2 0.25 

The variation of N D / G B 0 - 2 5 with z given by this equation for the 
appropriate values of Pr is shown in Figs. 3 and 4, and it will be seen 
that the results for small z tend to the variation given by this equa­
tion. 

Similarly, at large values of z the x-acceleration component dom­
inates, the flow is effectively two-dimensional and normal to the z axis, 
and N D / G B 0 - 2 6 for a given value of 8 ceases to vary with z. For Pr = 
0.7 these results for large values of z are in agreement with the results 
of analytic studies of two-dimensional flow over horizontal cylinders 

[1]. 
Thus the results for constant / indicate that for a cylinder set at an 

arbitrary angle to the horizontal the heat-transfer rate near the bot­
tom of the cylinder (i.e., for small z) will be effectively the same as if 
only the flow parallel to the z-axis existed, while for large z it will be 
effectively the same as if only the flow normal to the axis existed. 

Turning next to the case where / varies with z, results will be given 
only for Pr = 0.7 and for two values of dig. The results for a cylinder 
are given in Figs. 5 and 6, and those for a plate are given in Figs. 7 and 
8. In the case of a plate, results are given for x up to 1, with D here 
being taken as the "height" of the plate. The results for variable / show 
the same basic trends as those for the flow with constant/. Comparing 
these results with those for constant / shows that if the actual local 
/ at any z is used in place of the constant value of/, the constant-/ 
results give a fairly good description of the variable-/ results. 

The only experimental results that appear to be available for 
comparison with the present numerical results are the measurements 
of mean heat-transfer rates from essentially isothermal inclined cyl­
inders that were obtained in an associated study that is described 
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elsewhere in this issue of the journal [10]. In that study the longitu­
dinal acceleration component / was zero, and for that case G^ reduced 
to [fig(Tw — T„).D3cos0]/;>2and;> toz/CD tan </>). In order to compare 
the numerical and experimental results it is necessary to derive the 
mean heat-transfer rate for a cylinder of given axial length from the 

local heat-transfer rate variations discussed above. This is obtained 
by noting that 

Nr 

GD -L = rX (X ^ S * ) * (31) 

where t = (l(D tan <j>), with £ being the axial length of the cylinder. 
Thus for a given Pr, by integrating the numerical derived variation 

Flat Plate 

10.0 10.0 

Fig. 6 Results for flow over cylinder with variable f for conditions indicat- Fig. 8 Results for flow over flat plate with variable f for conditions indicat­
ed ed 
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of ND /GD°-2 5 w i t h ^ a n d z , the variation of N o / G D
0 ' 2 5 | m wi th?can 

be derived; the variation for the case of Pr = 0.7 is shown in Fig. 9. 
From this figure it will be seen that for small 7 the variation tends to 
that given by the vertical plate solution, which is given by equation 
(28) as 44/3?0-26. Similarly, for large values of nMD /GD°-2 5 |m becomes 
constant, i.e., the horizontal cylinder solution applies. From Fig. 9 it 
will be seen that the "vertical" plate solution applies for I less than 
about 1, and the "horizontal" cylinder solution applies for ^greater 
than about 10. This conclusion is identical to that reached in the ex­
perimental study. Further, it has been found that the experimental 
results between these two limits can be fitted by the following equa­
tion: 

(ND/GD°-25|m)8 = ( N D / G D ° M U ) 8 + (N f l/GD°-2s|mH)s (32) 

The variation given by this equation is also shown in Fig. 9, with 
the horizontal and vertical solution values being those given by the 
numerical results indicated in the figure. In the experimental deri­
vation of equation (32) the experimentally derived horizontal and 
vertical cylinder results were used, and these variations were roughly 

10 percent higher than those derived numerically. It will be seen from 
Fig. 9 that equation (32), which was derived originally from the ex­
perimental results, describes the numerical results to well within the 
scatter of the experimental data. Therefore it is to be concluded that 
at least for the particular case of / = 0 the forms of the numerical and 
experimental results are in excellent agreement. 

Conclusions 
The governing equations for both constant and variable longitu­

dinal acceleration have been written in terms of dimensionless vari­
ables that reduce them to a form that does not explicitly depend on 
the mechanism causing the three-dimensional flow. It is shown that 
for constant / the flow over a plate is two-dimensional, as is obvious 
from the form of the basic equations used. The numerical results 
obtained indicate that for small and large dimensionless z values the 
heat transfer is effectively given by two-dimensional flow solutions 
and that between these limiting situations the region of truly three-
dimensional flow exists. 
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Mixed Convection On a Vertical 
Plate With an Unheated Starting 
Length 
The effect of an unheated starting length on combined forced and natural convection ad­
jacent to a vertical plate has been investigated by solving the nonsimilar laminar bound­
ary layer equations. The solutions were carried out numerically for prescribed values of 
the governing parameters which include the starting length Reynolds number Reo, a 
mixed convection parameter gP(AT)p/Ua>s, and the Prandtl number (which was assigned 
a value of 0.7). The local heat transfer results show that the presence of the unheated 
starting length can significantly accentuate the effects of buoyancy relative to the case 
of no starting length. The degree of accentuation of the buoyancy effects is strongly in­
fluenced by the magnitude ofgfJ(AT)v/U„3. When this parameter is on the order of 10~3, 
the natural convection contribution to the heat transfer coefficient is markedly increased 
owing to the starting length. On the other hand, when gft(AT)v/U<„3 is about 10~b, the 
buoyancy contribution is essentially unaffected by the starting length. The shape of the 
velocity profile is also found to be highly responsive to the interaction between the 
buoyancy and the starting length. As a by-product of the research, the accuracy of a well-
known integral momentum/energy solution for pure forced convection with a starting 
length was established. In addition, velocity profiles for mixed convection without a start-

. ing length were compared with those of experiment in order to appraise a proposed expla­
nation for a disparity that had been previously identified in the literature. 

Introduction 

It is well-established that buoyancy-forces have only a modest effect 
on the heat transfer from the lower portion of a heated vertical plate 
situated in a forced convection upflow. This is because the forced 
convection freestream velocity persists very close to the plate surface 
(due to the small thickness of the boundary layer) and the natural 
convection velocities are small (owing to the short length of run along 
the plate). These characteristics correspond to the situation where 
both the hydrodynamic and thermal boundary layers originate at the 
leading edge of the plate. This case is the only one that has so far been 
investigated ([1-3]1 are representative of the recent literature). 

It can be reasoned that the presence of an unheated hydrodynamic 
starting length should enhance the relative importance of the 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
June 16,1976. 

buoyancy forces by thickening the velocity boundary layer prior to 
the onset of heating and thereby reducing the velocities near the plate 
surface. The present investigation was undertaken to assess quanti­
tatively the effect of an unheated starting length on the heat transfer 
characteristics of a buoyancy-affected forced convection flow on a 
heated vertical plate. The presence of a starting length activates two 
additional dimensionless parameters (in addition to the Prandtl 
number). One of these is the Reynolds number Reo that characterizes 
the starting length. The second is a group g(S(AT)v/U„3 which is an 
index of the relative strengths of the natural and the forced convec­
tion, but does not contain a length scale. It is, therefore, independent 
of the ratio Grx/Rex

 2 ~ x, which serves the dual function of a position 
variable and an index of natural to forced convection in the case where 
there is no unheated starting length. 

The problem does not yield an analytical solution, so a numerical 
technique was employed. Results were obtained for starting length 
Reynolds numbers ranging from 1000 to 20,000, fotgP(A.T)i>/U„3 of 
10~3,10~4, and 10~6, and for a Prandtl number of 0.7. For each of these 
cases, local heat transfer coefficients are presented for Or*/Re* 2 be­
tween 0.01 to 10. Representative velocity profiles are also plotted to 
illustrate the buoyancy effects. 
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Fig. 1 Inset: schematic diagram of the physical problem; Graph: appraisal 
of the accuracy of h,„ from the integral momentum/energy solution for pure 
forced convection 

In addition to the just-described main focus of the paper, two re­
lated subjects were examined. The first is the case of pure forced 
convection heat transfer in the presence of an unheated starting 
length. In this case, we have assessed the accuracy of a well-known 
solution [4] based on the integrated momentum and energy equations. 
The second related subject is a comparison of computed velocity 
profiles for combined forces and natural convection without a starting 
length with those of experiment [1]. In [1], the lack of precise agree­
ment in a limited comparison between the data and a numerical so­
lution [5] was conjectured to be due to a restrictive velocity condition 
in the numerical procedure. A detailed examination of this matter 
undertaken here provides the opportunity of resolving the issue. 

Analys i s 
A schematic diagram of the problem under consideration is shown 

in the inset of Fig. 1. As pictured there, a vertical plate is unheated 
over an initial length LQ. For surface locations above this initial length, 
the plate is at a uniform temperature Tw. The origin of coordinates 
was selected to coincide with the position at which heating begins. The 
freestream velocity and temperature are U„ and 2\», respectively. 

The governing equations are the incompressible boundary layer 
equations for x -momentum and energy, plus the continuity equation. 
The first of these includes the buoyancy force per unit mass g(3(T — 
Tco). The boundary conditions can be stated as 

u = v = 0 a t y = 0, 

T=TV a t y = 0, 

u-+U„ 

T-*T„ 

as y —• °° 

asy -*• °> 

(1) 

(2) 

Equation (2) is relevant only for x > 0. Thermal boundary conditions 
need not be stated for — LQ < x < 0 since T =T„ throughout that re­
gion. 

The solution of the problem was carried out numerically by the use 

of the Patankar-Spalding technique [6]. Special care was needed 
because of the great disparity in the thicknesses of the velocity and 
thermal boundary layers in the range of small x values. If grid points 
uniformly spaced across the velocity boundary layer were to be em­
ployed in a case where the thermal layer is much thinner than the 
velocity layer, too few points would fall within the thermal layer to 
provide an accurate solution. To deal with this situation, a nonuniform 
distribution was employed such that a greater density of points was 
concentrated near the plate surface. Extensive testing involving 
several candidate distributions was carried out in order to insure that 
high accuracy was obtained in the face of the steep temperature gra­
dients near the wall. From these tests, it was concluded that the heat 
transfer results are accurate at least to one in the third significant 
figure, that is, to about 0.2 percent or better. 

Nondimensionalization of the governing equations and boundary 
conditions revealed the presence of three independent parameters 

Re0 ( = t / „ L 0 / " ) , g(3(AT)v/U„3, a n d P r (3) 

The dimensionless x coordinate selected for presentation of the results 
is G^/Re* 2 

Grx/Rex* = fe/J(AT)x3A2)/(t/„„xA)2 (4) 

where it is emphasized once again that x is measured from the start 
of the heated section. 

The local heat transfer results will be expressed by the local coef­
ficient h = q/(Tw — T„). To obtain a presentation which clearly de­
lineates the effects of buoyancy, the ratio h^ic/hpc will be employed. 
In this ratio, HMC is the local heat transfer coefficient for mixed con­
vection (combined natural convection and forced convection) and hpc 
is the local coefficient for pure forced convection. Both IIMC and hpc 
correspond to the same unheated starting length and to the same 

- N o m e n c l a t u r e . 

Grx = Grashof number, g/3(AT)x3/j>2 

g = acceleration of gravity 
h = local heat transfer coefficient, 

q/(Tw - T„) 
IIMC = local coefficient for mixed convec­

tion 
hpc = local coefficient for pure forced con­

vection 
hpc = forced convection coefficient from in­

tegral solution, equation (7) 

k = thermal conductivity 
Lo = unheated hydrodynamic starting 

length 
Pr = Prandtl number 
q = local heat transfer per unit time and 

area 
Reo = starting length Reynolds number, 

U-Uh 
Rej = Reynolds number based on heated-

section coordinate, U^x/v 
T = temperature 

Tw = plate surface temperature 
T„ = freestream temperature 
U„ = freestream velocity 
u = streamwise velocity component 
v = transverse velocity component 
x = streamwise coordinate along heated 

section, Fig. 1 
y ^transverse coordinate 
/3 = thermal expansion coefficient 
AT = temperature difference, Tw — T„ 
v = kinematic viscosity 
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streamwise location x. Therefore, the departure of HMCI^FC from 
unity is a direct measure of the augmentation of the forced convection 
heat transfer coefficient due to buoyancy. 

The values of hpc needed for the evaluation of the aforementioned 
ratio were also determined from numerical solutions. Since HFC (ac­
tually NUFC) depends on the local Reynolds number Rex for a fixed 
value of Reo, it is necessary to interrelate Rex and Gr x /Re x

2 so that 
both hi4C and hpc correspond to the same x location. This interrela­
tion is provided by 

Re, = (Grx /Rex
2)/(g/3(A7>/[/„3) (5) 

Thus, for given coordinate and parameter values for the mixed con­
vection solution, Gr x /Re x

2 andgl3(AT)p/U„3, respectively, the Re* 
for the forced convection solution can be deduced from equation 
(5). 

Results and Discussion 
Heat Transfer Coefficients. The local heat transfer results are 

presented in Fig. 2. The figure is subdivided into three graphs, re­
spectively, parameterized by values of gfi(AT)v/U„3 = 10~5, 10 - 4 , 
and 10~3 (lower to upper). In each graph, the ratio hucl^FC is plotted 
as a function of Grx /Rex

2 . Semilogarithmic coordinates are used in 
recognition of the fact that the range of liMc/hpc is much smaller than 
that of Grx/Rex

 2. The individual curves in each graph correspond to 
various unheated starting lengths characterized by Re0 ranging from 
zero to 20,000. The curve for Reo = 0 is the same in each graph, that 
is, it is independent o{g0(AT)u/U^3. Left- and right-hand ordinate 
scales are employed as indicated to avoid overlap among the 
graphs. 

In addition to the computed curves for hMc/h-FC, asymptotes for 
pure forced convection and pure natural convection are plotted in the 
graphs as dashed lines. The former is a horizontal line with an ordinate 
hMc/hpc = 1> whereas the latter is an upsloping curve whose equation 
is (for Pr = 0.7) 

hMclhFC = 1.207 (Grx /Rex
2)!« (6) 

Equation (6) was derived for the case of no starting length (Reo = 0). 
It will also serve as the asymptote for the Re0 > 0 cases since, for large 
values of Grx/Rex

 2, the results become insensitive to the presence of 
a starting length. 

The effect of the unheated starting length in enhancing the im­
portance of buoyancy may be readily identified by comparing the 
curves for Reo > 0 (finite starting length) with that for Reo = 0 (no 
starting length). From such a comparison, it is seen that the buoyancy 

contribution to the heat transfer coefficient, as witnessed by the de­
parture of hMc/h-FC from unity, is markedly greater in the presence 
of a starting length when gfi{AT)v/U„3 = 10 - 3 . For example, at 
Gr x /Re x

2 = 0.5, the respective values of h-Mc/hFC are 1.24 and 1.84 
for Re0 = 0 and Re0 = 20,000. Clearly, the starting length plays a role 
of first-order importance. 

As gfi(AT)v/U„3 diminishes, so also does the effect of the starting 
length. AtgP(AT)v/U„s = 10~4, a comparison at Gr x /Re x

2 = 0.5, 
shows that the huclhpc values are 1.24 and 1.42 at Reo = 0 and 20,000, 
respectively. Thus, although the effect of the starting length on the 
buoyancy contribution has diminished, it is by no means negligible. 
At a value ofgf3{AT)v/U«,3 = 10 - 5 , the buoyancy contribution to the 
heat transfer coefficient in the presence of a starting length is, per­
centagewise, about the same as that for the case of no starting 
length. 

The effect of a starting length on the buoyancy contribution de­
creases both at small and at large Grx/Rex

 2. When Grx /Rex
2 is small, 

the buoyancy contribution is also small, both in the presence and in 
the absence of a starting length. On the other hand, at large Grx/Rex

 2, 
natural convection is the dominant transfer mechanism. Since pure 
natural convection is not affected by a starting length, the modest 
influence of a starting length in a buoyancy-dominated flow is plau­
sible. 

For the case o{g@(AT)v/UJ = 10"3, the substantial effect of the 
starting length already in evidence at Grx/Rex

2 = 0.01 would logically 
motivate solutions for lower values of Grx /Rex

2 . However, as dem­
onstrated by equation (5), such solutions would correspond to values 
of Rex < 10 and, therefore, to RexPr < 7. At such low values of RexPr, 
the neglect of streamwise heat conduction cannot be justified by the 
customary order of magnitude arguments of boundary layer theory. 
Therefore, solutions were not performed for Gr x /Re x

2 below 0.01. 

To employ the results presented in Fig. 2, it is necessary that values 
be available for the local heat transfer coefficient hpc for pure forced 
convection in the presence of a starting length. As noted earlier, values 
of hpc were determined from a numerical solution for each Re0. 
Rather than plot this information directly, a more compact presen­
tation will be made by employing the algebraic representation which 
describes the end result of an integral momentum and energy solution 
of the problem [4], that is 

hpcix + L0)/k 

3/4n1/3 
= 0.332Pri/3(Re;t + R e ^ / [ i - ( - ^ ) 3 / 4 ] (7) 

gf l (AT) l / /U a )
3 = IO" 

R e ° ° r -20000 

IOOOO 

< 20000 

Fig. 2 Local heat transfer coefficients for mixed convection in the presence 
of an unheated starting length 
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Since equation (7) is based on an approximate analysis, Hpc is 
subject to error. The errors v/eie assessed by comparisons with the 
numerical solutions for hpc, whose accuracy is about 0.2 percent (as 
mentioned earlier and to be confirmed shortly). For such a compari­
son, [(hFclfi-Fc) — 1] is plotted as a function of (Re* + Reo)/Reo- Such 
a plot was found to be independent of Reo to within a tenth of a per­
cent. It is presented in Fig. 1. Inspection of the figure shows that HFC 
is low by about 2 percent when (Re* + Reo)/Reo x 1. With increasing 
values of this parameter, the error in hpc decreases and then changes 
sign, finally levelling off at a value [(hFc/h-Fc) — 1] = —0.0085. 

The use of equation (7) in conjunction with Fig. 1 enables hpc to 
be evaluated for subsequent application in Fig. 2. In light of the ap­
proximate nature of the analysis which led to equation (7), the rela­
tively small errors in RFC are worthy of note. 

Fig. 1 also contains horizontal lines which represent limiting values 
for small and large (Re* + Reo)/Reo. The limit as (Rex + Reo)/Reo -»• 
1 is due to Spalding (7) and is based on a Leveque-type model. At large 
values of (Rex + Reo)/Reo, the limit is provided by the classical exact 
similarity solution for a plate without a starting length (e.g., [8]). The 
close agreement of the present results with these limits confirms the 
accuracy (about 0.2 percent) of our numerical solutions. 

The heat transfer results can be viewed from another perspective 
in addition to that thus far discussed. Consider first the case of pure 
forced convection and let hFc/(hpc)o denote the ratio of heat transfer 
coefficients with and without a starting length, where both h values 
correspond to the same distance x from the onset of heating. It is 
readily verified (e.g., from equation (7)) that hFc/(hFc)o ^ 1. Next 
consider the ratio /IMC/C»MC)O, where again the two h values are for 
the same x as well as for the same value oig(l(AT)v/U„3. By making 
use of Fig. 2, it can be shown that 

1 > hMc/(hMch > hFc/(hFc)a (8) 

Thus, the mixed convection results are less sensitive to the presence 
of an unheated starting length than are those for pure forced con­
vection. 

Velocity Profiles. The shapes of the velocity profiles are highly 
responsive to the interaction between the unheated starting length 
and the buoyancy. The hydrodynamic development which precedes 
the onset of heating causes the velocity boundary layer to be sub­
stantially thicker than the thermal boundary layer. As a consequence, 
the buoyancy force is confined to the inner portion of the velocity 
boundary layer. In contrast, in the absence of a starting length, the 
thicknesses of the two boundary layers are very nearly equal for Pr 
= 0.7, so that the buoyancy force is active all across the velocity 
boundary layer. 

Fig. 3 has been prepared to illustrate these characteristics. The 
figure is subdivided into two parts. A left-hand graph contains results 
for a starting length situation characterized by Reo = 10,000 and 
gf){AT)i>/Ua,s = 10~3 and a right-hand graph which corresponds to 
no starting length (Reo = 0). In each graph, u/U„ is plotted against 
yVUa/u(x + LQ), which is the forced convection similarity variable 

yytwWxTTTT y,/lWK(x+L0) 

Fig. 3 Representative velocity profiles for mixed convection with and without 
an unheated starting length 

based on the distance (x + LQ) measured from the start of hydrody­
namic development. Such a coordinate cannot correlate all the results 
onto a single curve because of the effects of buoyancy and of the 
starting length, but its use tends to suppress large variations in 
boundary layer thickness and thereby avoids presentation difficulties. 
Since LQ is finite for the left-hand graph and zero for the right-hand 
graph, a comparison of the abscissa scales of the two graphs does not 
yield a direct comparison of the boundary layer thicknesses for the 
two cases. However, the desired .comparisons of the profile shapes can 
readily be made. 

In each graph, the successive curves are parameterized by increasing 
values of Gr* /Rex

 2, corresponding to increasing downstream distances 
from the onset of heating. The Blasius velocity profile for pure forced 
convection is included for reference purposes (dashed line). 

Inspection of Fig. 3 reveals marked differences in the shapes of the 
profiles with and without an unheated starting length. For small and 
intermediate values of Grj/Re* 2, the profiles for the starting length 
case have a local maximum in the region near the plate surface, re­
flecting the fact that the buoyancy force is confined to that region. 
Even at large Grx/Re;i-2, the peaks in the profiles are relatively narrow. 
In contrast, the profiles for the no starting length case are fuller and 
the peaks are broader, indicating that bouyancy is active across the 
entire boundary layer. It may also be noted that the peaks are higher 
in the absence of a starting length. This is because the forced con­
vection velocities on which the natural convection is superposed are 
larger for the no starting length case. 

As a final matter with respect to the velocity profiles, attention will 
be turned to a comparison with the experimental data of Gryzagoridis 
[1] for combined forced and natural convection on a vertical plate 
without a starting length. In [1], velocity profile data are plotted for 
five values of Gr^/Re*2 = 0.46,0.93, 2.73, 4.33, and 8.74. A comparison 
was made with a computed velocity profile from [5] corresponding 
to Grx/Rex

2 = 2.35. The level of agreement between the data for 2.73 
and the computed profile for 2.35 was satisfactory, but not perfect. 
As an explanation for the absence of precise agreement, it was sug­
gested that, whereas the buoyancy-induced flow actually starts ahead 
of the leading edge, the boundary layer solution method of [5] assumes 
that the condition u = U„ prevails at the leading edge. We, however, 
anticipate that, for the case of combined forced and natural convec­
tion, this leading edge effect is likely to be small, especially at the 
larger values of Gr^/Re*2. To confirm this expectation, we actually 
obtained elliptic solutions (by a method derived from [9]) for a cal­
culation domain which included the region upstream of the leading 
edge and thus provided an account of the leading edge effect free from 
the boundary layer assumptions. The calculated velocity profiles 
matched almost perfectly with the profiles from the boundary layer 
solution. Further, our solutions agreed closely with those of [5]. Thus, 
the flow, if any, induced ahead of the leading edge does not seem an 
important factor. Moreover, the agreement between the present el­
liptic and boundary layer solutions as well as those of [5] suggests that 
the calculated velocity profiles are correct representations for the 
physical situation that was analyzed (nonstratified environment; 
uniform, vertical freestream velocity; constant property, nondissip-
ative flow; isothermal plate). 

The comparison of our numerical solutions with the experimental 
data of [1] is shown in Fig. 4. At the lowest value of Gr^/Re* 2 (= 0.46), 
the agreement between the computed and experimental results is 
excellent. However, at larger values of Grx[Rex

 2, the data consistently 
tend to fall below the computed curves. The extent of these deviations 
is moderate; for instance, at the peak of the curve for Gzx/Rex

 2 = 4.33, 
the data lie about 8 percent below the curve. 

We believe that the level of agreement evidenced in Fig. 4 is satis­
factory, although the systematic deviation between analysis and ex­
periment is a matter of some concern. The deviation might well be due 
to the fact that the experimental conditions do not coincide with the 
analytical model that was Retailed in the paragraph just above the 
preceding one. In particular, experiments involving natural convection 
are known to be error prone owing to their susceptibility to extraneous 
influences from the surrounding environment. 
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Fig. 4 Comparison of predicted and measured velocity profiles for mixed 
convection without an unheated starting length 

Concluding Remarks 
The local heat transfer results have shown that the effects of 

buoyancy on laminar forced convection adjacent to a heated vertical 
plate are accentuated by the presence of an unheated starting length. 
The degree of accentuation is governed by the parameter gfi(AT) 
c/f/co3. When the parameter is on the order of 10~3, the presence of 
a starting length markedly increases the importance of the natural 
convection contribution to the heat transfer coefficient. On the other 
hand, when gfi(A.T)v/U„3 is on the order of 10~5, the buoyancy con­
tribution is essentially unaffected by the presence of a starting 
length. 

The shapes of the velocity profiles are highly responsive to the in­
teraction between the buoyancy and the starting length. In the 
presence of a starting length, the buoyancy induced peak in the ve­
locity profile takes the form of a local maximum in the near-wall re­

gion when Grx/Re*2 is small. At intermediate and large values of 
Grx/Rex

 2, the velocity profiles are more skewed toward the wall than 
are their counterparts for the case of no starting length. 

As a by-product of this investigation, we have established that the 
heat transfer results from a well known integral momentum/energy 
solution for pure forced convection with a starting length are accurate 
to better than two percent. In addition, the present velocity profile 
results for mixed convection without a starting length were compared 
with those of experiment in order to assess a proposed explanation 
for a previously noted disparity. Our findings corroborate an earlier 
numerical solution. 
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Transient Natural Convection of 
Water in a Horizontal Pipe With 
Constant Cooling Rate Through 4°C 
A theoretical analysis is carried out to study the influence of an anomalous density-tem­
perature relationship of water on the transient natural convection in horizontal cylinders 
with wall temperature decreasing at a uniform rate. Numercial solutions are obtained for 
three cases involving different cooling rates, pipe diameters, and initial uniform water 
temperatures for temperature conditions between 0 and 7°C. The transient flow and tem­
perature fields, and local and overall heat transfer rates are presented to study the inver­
sion of flow patterns caused by the maximum density at 4°C. The numerical results are 
compared with the experimental measurements and predictions of a quasi-steady bound­
ary-layer model reported by Gilpin [2], and generally a good agreement is observed. Some 
implications on the subsequent freezing process are pointed out. 

1 Introduction 

The satisfactory design and operation of a water distribution system 
in continuous or discontinuous permafrost regions requires an accu­
rate prediction of water temperature in the system under various 

^thermal boundary conditions. It is also necessary to estimate the 
lount of heat to be added to the water so that the water upon 

passing through the entire system and after remaining static during 
thamaximum allowable time would not drop below a certain per­
missible minimum temperature [l].1 For the computation of heat loss . 
in a water system, one may consider the flow and nonflow situations. 
During the static period when water does not move through the pipes, 
the heat transfer between the water and the pipe wall takes place 
through the transient natural convection process. It is thus seen that 
the cooling of water in a horizontal pipe with, or without, main flow 
to the point at which the freezing process occurs is of considerable 
practical interest. The occurrence of the maximum density of water 
at 4°C introduces an additional interesting complexity in the study 
of the transient natural convection heat transfer. The anomalous 
behavior of water is also known to be the cause of some very striking 
and important natural phenomena such as limnetic waters. 

Recently, Gilpin [2] carried out an experimental investigation on 
cooling of water in a horizontal cylinder with wall temperature de-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
June 14, 1976. 

creasing at a constant rate through the maximum density point at 4°C 
and identified four flow regimes (transient, quasi-steady, inversion 
and quasi-steady states) before occurrence of the freezing process. 
Gilpin's approximate theoretical analysis [2] employed a quasi-steady 
boundary-layer model. In view of the experimental information 
provided by Gilpin's study and the approximate nature of the 
boundary-layer approximation, a numerical solution of the transient 
natural convection problem considered by Gilpin is apparently in 
order. The numerical solution to the governing Navier-Stokes and 
energy equations yields a complete time-dependent velocity and 
temperature fields thus enabling one to study the flow pattern, and 
local and overall heat transfer characteristics in detail up to reasonably 
high physical parameters (105 < GrPr > 2 X 106). Specifically, the 
present investigation is concerned with the numerical simulation of 
the transient natural convection problem in horizontal pipes studied 
experimentally by Gilpin [2]. 

For recent literature on the effects of maximum density on free 
convection phenomenon, one may cite the works by Vanier and Tien 
[3, 4], Tien, Yen, and Dotson [5], Desai and Forbes [6], Watson [7], 
Forbes and Cooper [8], and Seki, Fukusako, and Nakaoka [9] for 
reference. Without the maximum density effects, the problem under 
consideration was studied experimentally by Deaver and Eckert [10] 
and numerically by Takeuchi and Cheng [11]. One notes that Quack's 
perturbation solution [12] is valid only for very low Rayleigh number 
regime which is not important practically. 

2 Analysis 
2.1 The Temperature-Density Relationship. With its maxi­

mum density at 3.94° C (usually approximated as 4°C), water 
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Fig. 1 Coordinate system and the dependence of the specific gravity of water 
on temperature 

undergoes a normal thermal expansion from that temperature up­
ward, and an inverse thermal expansion from that point downward 
(see Fig. 1). The density-temperature relationship for water can be 
approximated by the following equation for the temperature range 
0 ~ 2 0 ° C [13]. 

1/p = (1/PO)(1 + ftT + ftT2 + W + ftT4) (1) 

where P0 = 0.9998396 (g/cm3), ft = -0.678964520 X 10"4 (1/°C), ft 
= 0.907294338 X 10~5 (1/°C2), ft = -0.964568125 X lO"7 (1/°C3), and 
ft = 0.873702983 X lO"9 (1/°C4). Fujii [13] notes that the foregoing 
expression agrees with the tabulated data of Landolt-Bornstein [14] 
with an error of less than one unit at the last digit. 

2.2 Formulation of the Problem. Consideration is given to the 
two-dimensional transient convective motion generated by the 
buoyancy force on the water in a long horizontal circular cylinder (see 
Fig. 1) with wall temperature decreasing at a constant time rate &s Tw 

= To — Ht. Initially the water is assumed to be at a uniform temper­
ature higher than 4°C and cooling continues until Tw = 0°C is 
reached. In this analysis, the Boussinesq approximation is made so 
that density variations only modify the body force term. Using the 
coordinate system shown in Fig. 1 and neglecting frictional heating, 
the dimensionless equations governing the problem with the maxi­
mum density effects can be shown to be: 

£1 
dr 

+ u — + - — = PrV2£ + m~) Pr2AT [s in* — (KXB + K-
dr r d0 \ u2 / L dr 

cos0 3 

• d(j> 

+ K38
3 + K49 

•e2 

(Kx8 + K28
2 + K303 + K46

4) 1 (2) 

(3) 

d0 

96 30 v 36 
— + u— + •• 
8T dr r d<j> 

V20 + 1 (4) 

where 

Ki = (ft + 2ft T, + 3ftT„,2 + 404TW
3)/K 

K2 = (ft + 3/33Tw + 6ftT„,2)AT/K 

Ks = (ft + 4ftTu))(AT)2/K 

K4 = ft(AT)3/K 

(5) 

and 

T = Kt/a2, r = R/a, u = UU/K, 

v = aV/n, \p = V/K, £ = a2a/K, 

e=(T-Tw)/AT,AT = a2H/K,U=dV/Rd<l>, 

V= -d*/dR, il = -(l/R)[d(RV)/dR - dU/d$], 

u = dip/rd<)>, v = - d^/dr, V2 = d2/dr2 + d/rdr + d2/r2d<t>2 (6) 

All other symbols are defined in the Nomenclature. 
The initial and boundary conditions are 

u = v = ip= £ = 8 = 0 at T = 0 

u = u = \p = 84//dr = 8 = 0 at r = 1 (wall) 

v = du/d<j> = \p - £ = d8/d<j> = 0 along c/> = 0, w (symmetry) (7) 

The characteristic temperature difference AT is defined using the 
constant wall cooling rate H and the physical parameter (ga3/v2) 
represents the size of the cylinder. In view of the complex nature of 
the problem, a numerical solution appears to be the only practical 
approach for the present problem without employing the boundary-
layer approximation. The peripherally average wall heat flux <? at any 
time can be computed by considering the wall temperature gradient 
(d8/dr)r=i or the time rate of change of water temperature (—dS/dr). 
The dimensionless average wall heat flux, q' = (qa)/(ATk), is then 
obtained as 

W = (1/ir) J " (-d8/dr)r=id<t>, 

q2' = (1/2) + (lAr) C" C {-d6/dT)rdrd<l> (8) 
Jo Jo 

The time dependent Nusselt number is defined by 

Nu = (2aq/k)/(Tb - Tw) = 2q'/8b, 

6b (2/ir) C C 8rdrd<j> (9) 
Jo Jo 

3 Numerical Solution 
In this study, the explicit DuFort-Frankel method is employed for 

the finite-difference solution of the parabolic-type equations (2) and 

-Nomenclature. 

a = inside radius of pipe 
Gr = Grashof number, equation (12) 
g = gravitational acceleration 
H = constant wall cooling rate 
K, K\,. . K4 = constants, equation (5) 
k = thermal conductivity 
Nu = Nusselt number, equation (9) 
Pr = Prandtl number 
q = average wall heat flux 
<?,/, = local wall heat flux 
R = radial coordinate 
r = dimensionless radial coordinate, R/a 
T = temperature 
Tb = mixed mean temperature 

Tw = wall temperature 
To = uniform initial water temperature 
t = time 
U, V = velocities in R and </> directions 
u, v = dimensionless velocities in R and 0 

directions, equation (6) 
[0\m = effective mean thermal expansion 

coefficient, equation (11) 
ft,. . ft = constants, equation (1) 
8 = dimensionless temperature, (T — Tw)/ 

AT 
K = thermal diffusivity 
u = kinematic viscosity 
£ = dimensionless vorticity, a20//c 

p = density 
T = dimensionless time (Fourier number), 

Kt/a2 

4> = polar coordinate 
* = stream function 
\p = dimensionless stream function, ty/ic 
fl = vorticity 
AT = characteristic temperature difference, 

U2H/K 

Subscripts 

b = mixed mean value 
i, j = space subscripts of a grid point 
w = value at wall 
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Table 1 Physical parameter, Ar and A T 

Case TQ AT ga3/«2 Pr r = 0 -0 .4 r=0.4~0.8 r-0.6-1.0 AT 

I 7°C 15°C IxlO7 10 1/15 1/20 1/30 5x10"' 

I I 5 15 IxlO8 10 1/15 1/25 1/50 5x10"' 

III 6 60 2.5X10* ,0 - ° ; ° 0 * ™£* ™ •<%•<> lx!0"' 

(4) and a line iterative method is used for the elliptic equation (3). 
Some details on numerical solution procedures are given in [11]. 

Considering Gilpin's experimental data [2], numerical results are 
obtained for three cases (I, II, III) shown in Table 1 where the para­
metric values for ga3/v2 correspond approximately to 2o = 2.54, 5.08, 
7.62 cm (or la = 1, 2, 3 in.), respectively. The grid spacing used is 
uniform (A$ = 7r/20) in the ^-direction but in the r-direction three 
regions of different uniform mesh sizes are used with the grid lines 
more closely spaced near the wall than near the center (see Table 1). 
One notes that as the parameter (gcfiji)1) increases, a boundary-layer 
type flow appears and the velocity variation near the wall becomes 
large. During the initial period immediately after the start of cooling, 
the variation of the temperature field with time is large and a con­
tinually increasing smaller time step AT is required for an accurate 
solution. After the initial cooling period, the uniform time step shown 
in Table 1 is used to increase the computational efficiency. The sin­
gularity at the origin of the polar coordinates is avoided by using a 
finite-difference equation in Cartesian coordinates there. 

The iteration for the stream function at any time step using a re­
laxation factor 1.5 is terminated when the following convergence 
criterion is satisfied. 

21 (ii,j)"+1 - ( ^ j ) n | / 2 | tyij)n+1\ < 0.5 X lO"3 (10) 

The number of iterations required decreases rapidly from 30 imme­
diately after the start of the cooling to 2-4 for most other time steps. 
It is found that the number of iterations also reaches as high as 20 
when the maximum density effect appears. The total time steps range 
from 900 to 1160 and the corresponding computing time is from 18 
to 25 min on the IBM 360/67 depending on the initial temperature 
T0 and the parametric value ga3/v2. Two independent (alternative) 
means of calculating the average wall heat flux provide a means of 
checking the accuracy of the numerical solution. In evaluating q' from 
equation (8), five-point and three-point finite difference approxi­
mations are used for (dd/dr)r=i and {dS/dr), respectively, and Simp­
son's rule is used for numerical integration. The agreement between 
q{ and qV is found to be within 1 percent but a maximum difference 
of 2.5 percent is observed when the maximum density effect is sig­
nificant. 

4 R e s u l t s and D i s c u s s i o n 
4.1 Flow and Temperature Fields. The imposed time-de­

pendent wall temperature Tw, center-line temperature Tc and mixed 
mean temperature Tb = Tw+ (2ATW) J V J V 8rdrd<t> for the three 
cases under consideration are shown in Pig. 2. The calculation is ter­
minated when the wall temperature reaches the freezing temperature 
0°C. For Case II, the time history of Tc and Tf, exhibits a fluctuating 
phenomenon near the final stage and the numerical results are not 
presented. It is felt that a stable solution may be obtained by using 
a smaller time increment but the numerical solution obtained is suf­
ficient to understand the maximum density effect. For Cases I and 
III, the value of the cooling parameter Cy = 2aH4/&(v/gKs)1/5 = 
2AT4 / 5 / (Prga3 /u2)1 / 5 for the temperature difference (Tc - Tw) 
proposed by Gilpin [2] becomes 0.438 and 0.698, respectively. Con­
sequently, Cases I and III may be considered to correspond approxi­
mately to Cases C2(2a = 26 mm, CT = 0.41) and Bl(2a = 75 mm, CT 

= 0.69) in Gilpin's experiment (see Fig. 8 of [2]). 

The time-dependent temperature solution for Tc clearly exhibits 
the four flow regimes (transient, quasi-steady, inversion and quasi-
steady states) identified by Gilpin before the onset of freezing process 

r (CaseHI) 

0 0.02 0.04 0.06 0.08 0.10 

0 0.1 0.2 0.3 0.4 

T (Case I) 

0 0.1 0.2 0.3 

T (CaseU.) 

Fig. 2 Transient distributions of wall temperature T„, center-line temperature 
Tc, and mixed mean temperature Tb 

(see Fig. 4 of [2]). At quasi-steady state, the water temperature de­
creases approximately at the same time rate as the wall temperature 
and the inversion regime near 4°C is unique to water possessing 
maximum density. It should be pointed out that the definition of 
quasi-steady period in which flow patterns, velocities and the tem­
perature difference between the water and the wall remain relatively 
constant follows that of [2]. One notes that Gilpin's theoretical model 
[2] is based on the existence of two quasi-steady states before and after 
the inversion. It is pointed out that the quasi-steady regime before 
the freezing has special implication for the ice formation problem. 
When the initial temperature To is much higher than 4°C, one expects 
that the period of the initial quasi-steady regime may be quite long 
and a considerable computing time is required to reach the inversion 
regime. It is also expected that under a quasi-steady state the char­
acter of the governing equations (2) and (4) changes from parabolic-
type to elliptic-type since the unsteady terms, d^/dr and dO/dr, become 
negligible in comparison with other terms. As a result, a serious nu­
merical difficulty may arise. Because of the reasons noted previously, 
the initial temperature close to 4°C is selected for numerical calcu­
lation in this study. 

A quasi-steady state may be considered to be reached when the 
temperature variation with time at center, Tc, becomes approximately 
parallel to that at wall Tw. For Cases II (T0 = 5°C) and III (T0 = 6°C), 
the initial quasi-steady regime cannot be distinguished clearly since 
the initial temperature T0 is quite close to 4°C. It is interesting to note 
that the variation of the mixed mean temperature Tj with time does 
not provide any informatioreon the existence of the four flow regimes 
noted by Gilpin [2]. It is clear that the curves shown in Fig. 2 can be 
extrapolated to the supercooled region. In present investigation, the 
period T = 0.1 ~ 0.25 preceding the inversion and the period between 
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Fig. 3 Transient streamline patterns and isotherms for Case I 
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Pig. 5 Transient temperature profiles for Case I 

T = 0.4 and the onset of ice nucleation for Case I shown in Fig. 2 may 
be regarded to be quasi-steady states. 

The streamline patterns and isotherms corresponding to the par­
ticular times noted by different symbols in Fig. 2 for Cases I and III 
are shown in Figs. 3 and 4, respectively. In Fig. 2, a circle on the cen­
ter-line temperature curve indicates the regular flow pattern with a 
pair of counter-rotating vortices and a dot represents the flow pattern 
with two pairs of vortices. The dots and circles indicate the time steps 
with computer output for flow patterns and isotherms but only those 
identified by symbols are presented here. The temperature profiles 
along the horizontal and vertical axes corresponding to the flow and 
temperature fields for Case I shown in Fig. 3 are plotted in Fig. 5. One 
notes that the streamline patterns, isotherms and velocity profiles 
at T = 0.1492W) and 0.4492(G) for Case I (see Figs. 3 and 5) are quite 
similar. This observation confirms the existence of the two quasi-
steady states before and after the inversion. 

The parametric values for Case III (see Table 1) are higher and the 
temperature profiles along the vertical and horizontal axes (a), ve­
locity profiles for u and u along the horizontal axis (b), and the di-
mensionless local wall heat flux distributions (c) for the particular 

T=0.089?[F] r-0OT«(G] 

Fig. 4 Transient streamline patterns and Isotherms for Case III 
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times noted in Figs. 2 and 4 are presented in Fig. 6 in order to study 
the maximum density effect during the inversion process. After 
passing through the transient regime (A), a boundary-layer type flow 
appears and one notes large downward velocity and temperature 
variations near the wall. In the core region, the water becomes strat­
ified with a vertical temperature gradient. Near the top of the pipe, 
the warmer water in the core region is continually transported upward 
and the isotherms are closely spaced indicating larger local wall heat 
flux (see Fig. 6(c)). On the other hand, the cooler water near the wall 
is transported downward and the isotherms in the lower portion are 
sparsely spaced indicating poor wall heat-transfer. At T = 0.0449 (see 
Fig. 4(A)), the isotherm for 4°C already appears. It is thus seen that 
in a layer between the isotherm 4°C and the wall the buoyancy force 
changes sign and the lower portion is potentially unstable because of 
a top-heavy situation. With the growth of the unstable layer, an ad­
ditional pair of vortices rotating opposite to the existing earlier one 
will eventually be set up near the bottom. The onset of instability 
occurs at Tw « 3°C. Thus, the inversion process begins. 

The growth of the lower vortices and the decay of the upper vortices 
with time are clearly seen in Figs. 4 (B), 4(C), and 4(D). It is useful 
to note that the intensity of the vortex motion is indicated by the 
maximum absolute value of the stream function \p. In the region near 
the wall where the two vortices meet, the cooler water near the wall 
will be carried directly into the core region and the isotherms become 
distorted and sparsely spaced (see Fig. 4(C) and curve C in Fig. 6(c)). 
Since the warmer core water is carried downward in the lower portion 
of the pipe, the heat transfer rate at the lower wall improves subse­
quently as shown in Fig. 6(c). At T = 0.0799 (Fig. 4(D)), the weak 
original vortices are seen to be completely engulfed by the strong 
vortices with a reversed circulation pattern. At T = 0.0849 Fig. 4(E), 
the original vortices disappear completely and the direction of the 
circulation is reversed. Thus, the inversion process ends. In Figs. 4(F), 
4(G), 4(H), the core temperature is higher in the lower region and the 
stratification is opposite to the earlier one. It is interesting to note that 
at T = 0.0999, Fig. 4(H) a boundary-layer type flow with large upward 
velocity near the wall is formed and the situation is seen to be com­
pletely opposite to that of sketch Fig. 4(A). It is of interest to note that 

0 45 90 135 180 

(p, degree 

(c) 
Fig. 6 Transient temperature (a) and velocity (b) profiles and dimensionless 
local wall heat flux distributions (c) for Case III 
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Fig. 8 Relationship between (Tc — T„) and Tw and comparison with Gilpin's 
results [2] during the inversion process 

the vortex motions for the two quasi-steady states before and after 
the inversion process are opposite in direction but otherwise similar 
in character. In Fig. 6(c), the occurrence of the local minimum wall 
heat flux is caused by the maximum density effect. 

For Case I shown in Fig. 3, the formation of the boundary-layer type 
flow is not apparent because of the smaller parametric values for ga 3/ 
u 2 and A T but the occurrence of the inversion process is quite similar. 
One notes that in sketch E of Fig. 3, the isotherms are nearly con­
centric and are similar to the pure conduction case. Furthermore, the 
flow pattern and isotherms shown in sketch (Fig. 3(G)) may be re­
garded to be the inverted ones of sketch (Fig. 3(A)) about the hori­
zontal axis. This observation is also confirmed by the temperature 
profiles A and G shown in Fig. 5. In interpreting the graphical results, 
it is useful to recall that the symbols in each case refer to the same 
instants of time and the plottings may be contrasted to each other. 
Although the flow patterns during the inversion regime shown in Fig. 
7 of [2] are not very distinct, one may conclude that the flow patterns 
from the present numerical solution agree with Gilpin's experimental 
observations [2]. 

4.2 Heat Transfer Results. The time-dependent temperature 
difference, Tj, — Tw, the dimensionless average wall heat flux qa/kAT 
and the Nusselt number for the three cases are shown in Fig. 7 where 
a circle denotes a flow pattern with one pair of vortices and a dot in­
dicates that with two pairs of vortices. It is seen that a local minimum 
value exists for the Nusselt number (or q') and this coincides nearly 
with the complete decay (end of the.inversion regime) of the original 
regular vortices near the center. Subsequently, the Nusselt number 
increases until the freezing process sets in. For Cases I and II, the local 
maximum exists for the temperature difference (Tb — Tw) and it 
occurs after the disappearance of the original vortices. 

Gilpin's presentation of the relationship between the temperature 
difference, Tc — Tu„ and the wall temperature Tw (see Figs. 2 and 8 
of [2]) provides a considerable physical insight into the inversion 
process. The results from this analysis are shown in Fig. 8 together 
with Gilpin's experimental results plotted for comparison. As noted 
earlier Gilpin's Cases C2 and Bl can be compared approximately with 
Cases I and III, respectively, in this study. The initial temperature 
in experiment [2] is higher (T0 > 10° C) than that of the present study 
(near 4°C) but the agreement near the dividing line between the two 
results is good. In Fig. 8, the dash-dot line represents the dividing line 
between the two quasi-steady states obtained by Gilpin [2] from the 
quasi-steady model and boundary-layer approximation. The iso­
therms in Fig. 4 and the temperature profiles in Fig. 6 for Case III 
clearly show that the location of the instant maximum water tem­

perature shifts from a point near the top to a point near the bottom 
along the vertical axis as the cooling process proceeds from the initial 
quasi-steady state to the final quasi-steady state. The local maximum 
for (Tc — Tw)h apparently caused by the inversion of the thermal 
stratification in the core region during the inversion process. Nu­
merical results from this study show that the local maximum occurs 
only after the complete decay of the original vortices. 

Since the relationship between the density and water temperature 
is approximately symmetric with respect to the maximum density 
point at 4°C, the curve for (Tc — Tw) versus Tm in the case of heating 
starting from the initial temperature near 0° C is expected to be the 
mirror image of that shown in Fig. 8 about the line through Tw = 4°C. 
Because of the anomalous thermal expansion of water at about 4°C, 
one may define the effective mean thermal expansion coefficient [/3]m 

by the following relationship considering the average buoyancy force 
inside the pipe. 

(2gM f f [(pw- p)lP\rdrd<t> = g{i 
Jo Jo 

ATb-TJ (11) 

where the buoyancy force is based on reference state at wall temper­
ature. The condition for which [(3]m is zero is denoted by a cross in Fig. 
8. From Fig. 8, one may infer that the inversion process starts when 
[/3]m becomes zero. The Rayleigh number can now be defined by the 
following equation. 

GrPr = 8(gaa/v2) • (Tb - Tw) • Pr (12) 

The relationship between the Nusselt and Rayleigh numbers s 
shown in Fig. 9 for Cases I, II and III where the results from [11] for 
the quasi-steady state without the maximum density effects are also 
plotted for reference purpose. As noted earlier, the condition [$\m -
0 represents the start of the inversion process and the Rayleigh 
number becomes zero at the threshold point. One may regard the 
regime with [fi]m > 0 as the initial period and that with [/3]m < 0 as 
the final period of the cooling process. For quasi-steady state the 
Nusselt number Nu = 8 for pure conduction is approached as GrPr 
- • 0 [11]. However, for the present unsteady problem the state with 
[0\m = 0 (GrPr = 0) is passed through instantaneously and the lim­
iting Nusselt number Nu = 8 will not be approached. For the region 
with [0\m < 0, one notes that a quasi-steady state [11] is approached 
from below after passing through the minimum Nusselt number point. 
This asymptotic behavior before the onset of ice nucleation as well 
as the approach toward the minimum Nusselt number clearly indi­
cates the existence of two quasi-steady states. 
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Fig. 9 Heat transfer dependence on Rayleigh number (GrPr) and quasi-
steady results from [11 ] 

5 Concluding Remarks 
1 The transient natural convection problem in a long horizontal 

pipe with maximum density effect can be approached by a numerical 
method. It is expected that a numerical difficulty (stability or con­
vergence) will arise for cases with large parametric values for ga3/v2 

and AT. The cases with higher parametric values were not attempted 
in this study because of higher computing cost caused by the necessity 
of using smaller Ar, A$ and AT. The numerical solution yields detailed 
streamline patterns and isotherms readily for flow visualization. The 
numerical method used can be extended to the transient natural 
convection problem with various other time-dependent thermal 
boundary conditions. 

2 The present theoretical results generally confirm the experi­
mental findings and the theoretical predictions based on the quasi-
steady model and boundary-layer approximation reported by Gilpin 
[2]. The numerical results obtained in this study provide further in­
sight into the inversion process which is unique to water possessing 
a maximum density at 4°C. 

3 Based on the present theoretical results, it is clear that for the 
prediction on the rate of ice formation in a long horizontal cylinder 
with the initial liquid temperature higher than the freezing temper­
ature, one must consider the natural convection effect. In this respect, 
the transient natural convection in a horizontal cylinder for the su­
percooling regime is also of considerable practical interest since in the 
experiments [2] supercooling of the water was observed at tempera­
tures as low as —7°C before the ice nucleation occurs. The ice for­
mation problem with free convection effect is an important technical 
problem which remains to be solved theoretically in the future. 

4 In a theoretical and experimental study on the effect of liquid 
solidification in a tube upon laminar-flow heat transfer and pressure 
drop, Zerkle and Sunderland [15] pointed out the importance of free 
convection on. their experimental results. It is very likely that the 

inversion process due to the maximum density effect may have some 
effect on their experimental results but this possibility has apparently 
not been pointed out in the literature. 
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Turbulent Fluctuations and Heat 
Transfer for Separated Flow 
Associated With a Double Step at 
Entrance to an Enlarged Flat Duct 
An experimental study on heat-transfer in separated, reattached, and redevelopment re­
gions behind a double step at entrance to a flat duct is presented. Measurements of turbu­
lent fluctuation in a free shear layer are made by using a hot-wire anemometer. The ex­
periments are carried out under a condition of uniform heat flux with the test fluid of air. 
Reynolds number ranges approximately from 4 X 10s to 2.5 X 10b, and a step height ratio 
h/L is varied between 0.035 and 7.0. It is found that the heat-transfer rate in the separated 
region is closely connected with the behavior of transported heat to be represented by the 
product of velocity and temperature fluctuations in the free shear layer. An empirical 
equation is also proposed for the local Nusselt number in the separated and reattached 
regions. 

Introduction 

A study of heat-transfer characteristics of separated flow is of 
considerable importance in industrial practice. Although many in­
vestigations of separated flow have been reported, a complicated 
feature of the basic heat-transport mechanisms makes it difficult to 
grasp the characteristics of the flow clearly. Separation of flow occurs 
in various duct configurations, but most of the previous investigations 
have been performed mainly on ducts of circular and rectangular cross 
sections. For example, Ede, et al. [I]1 investigated the heat-transfer 
rate in a circular duct with abrupt convergence or divergence, whose 
diameter ratio was %. Their experiments were carried out with a 
uniform heat flux, the test fluid being water. They reported that the 
heat-transfer rate in the region downstream was considerably affected 
in abrupt divergence rather than in abrupt convergence. Krall and 
Sparrow [2] measured the heat-transfer rate with water under a 
constant heat flux for a variety of diameter ratios of pipe and orifice. 
Their results show that the heat-transfer rate at the reattachment 
point is about 3 ~ 8 times as large as that in the field of a fully devel­
oped flow in circular pipe. On the other hand, in case of a rectangular 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 
16, 1976. 

cross-sectional duct with a double backward-facing step, Abbott and 
Kline [3] demonstrated that two stalls quite different in length were 
formed on the opposed duct walls downstream of the double step. 
Filetti and Kays [4] experimented with air for such a configuration 
under a constant wall temperature; their results show that the heat-
transfer rates at the two reattachment points for the long and short 
stalls were different. Recently, Seki, et al. [5] examined the heat-
transfer rates of the long and short stalls in a wide range of step height 
ratio h/L, for a rectangular duct with air under a constant heat flux. 
They found that the heat-transfer rate at the reattachment point was 
well correlated with the distance between the reattachment point and 
the step. 

The purpose of the present investigation is to examine the effect 
of heat transported by turbulence in the free shear layer on heat-
transfer in the separated region and to propose an empirical equation 
for the local heat-transfer rate in the separated and reattached re­
gions. Measurements are carried out with air under the condition of 
uniform heat flux in a rectangular duct having a double step at the 
entrance to the enlarged part. Reynolds number ranges approximately 
from 4 X 103 to 2.5 X 105. Namely, entrance velocity U and step height 
ratio h/L range from 4.4 m/s to 22 m/s and from 0.035 to 7.0, respec­
tively. 

Experimental Apparatus 
Experiments were performed by using a Gottingen type of wind 

tunnel; the test section consists essentially of the contraction, steps, 
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Fig. 1 Exploded view of test section 

and heated plates. The data are obtained for two kinds of enlarged 
height (248 and 150 mm) of the wind tunnel, whose cross-sectional 
aspect ratios are 1.6 and 1.0, respectively. Stainless steel foils of a 
thickness of 50 p, are used as heaters; power is supplied by a-c electric 
current for heating the test section; the foils are fixed onto the walls 
of the test section by a binding agent. Heat loss to the surroundings 
is kept low by covering the test section with thermal insulating ma­
terials; the uncertainty of the data for the heat flux is estimated to be 
3.2 percent of 2330 W/m2 based on the measurement of the heat loss 
that leaks toward the rear side of the heating surface. 

For the purpose of reducing the heat flow of the heater in a 
transverse direction, the heating section is divided into five segments 
as shown in Fig. 1; however, only the central one is used to measure 
wall temperatures. The heat flux from the walls is evaluated by the 
readings of both voltmeter and ammeter. Air, as a test fluid, is heated 
under the condition of uniform heat flux. The output of Cu-Co ther­
mocouples, to measure the temperatures of the heated plates, were 
recorded with a self-balancing potentiometer. 

The reattachment point, where heat-transfer rate shows a maxi­
mum value, is estimated from the temperature distribution of the wall. 
Two-dimensionality of flow in the reattached region is examined with 
thermocouples and confirmed by a flow visualization using an oil film 
method. 

A Cu-Co thermocouple of 0.1 mm dia was put into the test section 
from a side wall to measure the temperature profiles of the flow field 
in order to prevent undesirable flow disturbances. 

A Pitot-static probe was used, in all runs, to assure the uniformness 
of entrance velocity in the vertical direction with which Reynolds 
number was defined. _ 

The fluctuations of Vu^, -u'v', and v't' are measured with a 
hot-wire anemometer by using a method reported by Shigetomi and 
Seki [6]. 

At a certain area of the separated flow region, the existence of in­
stantaneous reverse flow originating from a large eddy motion of 
turbulence often makes it difficult to detect the fluctuation values 
precisely. However, such an area is carefully examined during the 

preliminary surveys of flow direction by a wool tuft method. 
Seven cross sections in a flow direction are prepared for the mea­

surement of turbulence fluctuation, temperature, and velocity dis­
tributions. These stations have a distance of 30, 85,145, 205,330,470, 
and 660 mm from the step. All of the measurements are performed 
in a steady state. 

Results and Discussion 
Turbulence Behavior. Representative results for a short stall 

obtained by a hot-wire measurement at the aforementioned seven 
sections in the flow field are shown in Figs. 2 and 3, for a step height 
ratio of h/L = 0.265 and for an entrance velocity of U = 12 m/s (Re 
= 1.25 X 10s). Fig. 2 indicates the measured values of u'2/U2 together 
with those of —u'v'/U2, where u' and v' are the components of fluc­
tuating velocity parallel and normal to the mean streamlines, re­
spectively. As a flow separated at the step edge forms a free shear 
layer, the turbulence generated in a mixing region passes through an 
exciting stage just after the step and then reaches a developed one in 
the separated region. After these stages, the turbulence decays 
gradually until the turbulence structure reaches a characteristic state 
of a fully developed duct flow. 

In the studies of separated flow, many works related to velocity 
fluctuation in the free shear layer have been reported. Among them, 
Tani, et al. [7] reported the velocity fluctuations in a separated flow 
for a backward facing step, while Mueller and Robertson [8] measured 
the velocity fluctuations generated by a two-dimensional roughness 
element. The present results shown in Fig. 2 indicate the same trend 
as their publications.; A tendency that > the! values of u'&ax and 
—u'u'max are approximately proportional to U2 is also confirmed. 
However, in the present experiment regarding to an inner flow, the 
decay of turbulence in the redevelopment region occurs more rapidly 
than in their results owing to the deceleration of mean velocity caused 
by an abrupt change in area of the duct. 

The convective heat-transfer rate at a wall may have some corre­
lation to these velocity fluctuations. However, more directly speaking, 
it is evident that the most important factor contributing to the tur­
bulent heat-transfer is the heat exchange rate, which is dependent 
on the fluctuation normal to the mean flow. Hence, it follows that the 
investigation for a value of qt = Cppu't' becomes an essential subject 
on such a problem. 

Fig. 3 shows the typical results of v't' distributions at each section 
for an entrance velocity of U = 12 m/s and a wall heat flux of qw = 
2330 W/m2, where v't' is made nondimensional by both U and the 
difference between wall temperature tw and temperature on the center 
line of flow field tc. It is seen that the position for maximum value of 
v't' approximately coincides with the mean dividing streamline just 
after the step, similarly as the distributions of velocity fluctuation 
does, but it deviates outward near the reattachment point thereafter, 
approaching the wall gradually. Sufficiently for downstream, the 
distribution of v't' is seen to approach that characteristic of fully 
developed flow in a duct. 

The maximum values of the product of velocity and temperature 
fluctuations, v't'max, seem to have a tendency to be minimal in the 

- N o m e n c l a t u r e . 

Cp = specific heat 
[R = function defined by equation (2) 
h = step height 
L = entrance height 
NUL = local Nusselt number, aL/X 
qt = heat transported by turbulence in the 

direction normal to mean flow, Cppv't' 
q,„ = heat flux from wall 
Re = Reynolds number, UL/v 
t = temperature 

T = nondimensional temperature, (tw — 
tc)\/qwL 

u' = velocity fluctuation in the direction of 
mean flow 

u'v' = average of the product of velocity 
fluctuations parallel and normal to mean 
flow 

v't' = average of the product of velocity and 
temperature fluctuations normal to mean 
flow 

U = entrance velocity 

x = distance from a step 
XR = distance between reattachment point 

and step 
x* = nondimensional distance, X/XR 
a = local heat-transfer coefficient 
X = thermal conductivity 
v = kinematic viscosity 
p = density 

Subscript 

max = maximum value 
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reattached region, unlike the case of velocity fluctuations. A physical 
reason for these results could be understood from an inspection of 
measured results of T as shown in Fig. 4, where T is a nondimensional 
temperature. It is seen in the free shear layer that the temperature 
gradient just after the step is particularly steep but changes gradually 
to a gentle one as the reattachment is approached, as shown in Fig. 
4. As the temperature difference between the fluid mass elements 
associated with a turbulent mixing motion to exchange heat is small 
under such a gentle gradient of temperature distribution, it seems that 
v't'ma* becomes smaller in the reattached region. In the separated 
region, as is observed from Fig. 4, the temperature gradient is steep 
in the vicinity of the wall, but a gentle gradient occurs farther from 
the wall, returning again to a steep gradient in the free shear layer. 
From this phenomenon it may be concluded that the variation of 
temperature gradient in the free shear layer has a relation with that 
of temperature distribution in the entire separated region. Conse­
quently, provided that the heat transported by turbulence in the free 
shear layer has a close relation with the heat-transfer rate from the 
wall, the increase of the heat transported by turbulence in the free 
shear layer in a normal direction to the mean flow might result in an 
increase of the convective heat from the wall through the recirculating 
flow as a medium. Then, a dependency of heat-transfer from the wall 
on y't 'm a x is successively discussed on behalf of the heat transported 
by turbulence in the free shear layer. 

In Fig. 5, values of u't'max are plotted as a function of local heat-
transfer coefficient at six sections, for a value of h/L = 0.265. The 
heat-transfer coefficient is defined as 

a = qw/(tw — tc) (1) 

where qw, tw, and tc are the heat flux from wall, wall temperature, and 
center-line fluid temperature, respectively. 

A line with a slope of unity (+1) is also shown in Fig. 5 for reference. 
It is shown in the separated region (x* = 0.348,0.594, and 0.840) that 
the value of u't'msx is approximately proportional to the heat-transfer 
coefficient in spite of a certain distance between the position of v't'max 

and the wall, where x* is a nondimensional distance. That is, the heat 
convected by a recirculating flow reversed from the reattachment 
point is to be dissipated to the main stream by a velocity fluctuating 
motion normal to the mean flow. As a result, the relation that u't'max 

is approximately proportional to a is obtained. 

On the other hand, in the redevelopment region (x* = 1.351,1.925, 
and 2.700), the measured results show a slope exceeding the value of 

unity (+1). These results seem to mean that the effect of the variation 
of u'i'max on the heat-transfer rate from the wall is not larger than the 
case in the separated region. This may be due to a state that the po­
sition of u't'max is a little distance from the wall in the redevelopment 
region, as can be seen in Fig. 3, and therefore, the effect of heat ex­
change by a velocity fluctuation on the heat-transfer rate does not 
reach the wall so much as the case in the separated region. 

From these considerations, it is found in the separated region that 
the heat-transfer coefficient is deeply connected with the heat 
transported by turbulence in the free shear layer. Namely, u't'max is 
proportional to a in the present experimental range. 

Fig. 6 shows a plot of v't'mBX as a function of U under the same ex­
perimental conditions as described in Fig. 5 together with a solid line 
with a slope of two-thirds (+%). These results are interesting in 
comparison with those of velocity fluctuations. In the present ex­
perimental range the maximum values of u' J a x and — u'v'max at each 
section in the separated region are shown to have a proportional 
relation with U2. However, the value of v't'max has a tendency to be 
approximately proportional to U2/3 at each section in the separated 
region. Therefore, it might be suggested that the heat transported by 
turbulence in the free shear layer increases in proportion to U2^3, and 
a relation of a °; U2^3 is predictable in the separated region by taking 
the result shown in Fig. 5 into consideration. 

On the other hand, the plotted results of v't'max versus U in the 
redevelopment region show a little larger slope than the value of 
two-thirds (+%). That is, the variation rate of v't'mm against U in­
creases gradually with increasing x*. In the redevelopment region, 
it seems that the position of v't'max shifts slightly to the wall with 
increasing U for the lack of intermediation like a recirculating flow 
in the separated region. As a consequence, the increasing rate of 
f't'max against U has a larger value than the case in the separated 
region. 

Nusselt Number. Recently, Seki, et al. [5] examined the relation 
between the Nusselt number at the reattachment point and XR in a 
wide range of h/L with air. Fig. 7 shows the increase of XR with in­
creasing h/L, which indicates a good agreement with the result of 
Abbott and Kline [3], It is already obtained in reference [5] that the 
Nusselt number at the reattachment point can be represented in 
terms of XR as 

NuL,mflx/Re2/3 = 0.446 • 
/ V D \ 0.161 

• 0.238 g ) =fR (2) 

590 / NOVEMBER 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



h/L =0.265 
Re = 1.25)1105 

q w = 2330 W / m 2 

X/L 

Fig. 4 Temperature distribution downstream of the double step 

for all the stalls without any distinction of short and long ones, where 
subscript "max" means a value at the reattachment point and Nu/, 
is defined as 

NuL = /fi|0.9 exp[-1.7(x* - l)2] + O.ljRe 2/3 (4) 

Nu, aL/X (3) 

in which A is the thermal conductivity of air. 
Since it can be seen in Figs. 5 and 6 that the local heat-transfer 

coefficient is proportional to L72/3 in the separated region, the ex­
perimental data may be arranged under a relation such as Nu/, <* 
Re2/3. Obviously, the value of a function defined as F(x*) = N U L / 
/j;Re2/3 becomes unity at a reattachment point. A close examination 
of F(x*) — x* relation, obtainable by recasting the experimental re­
sults shown in Pig. 8, gives an empirical formula as F(x*) = 0.9 
exp[-1.7(x* - l)2] + 0.1. It must be noticed here that the empirical 
formula thus given must satisfy F{x*) = 1 at x* = 1. In Fig. 8, the 
abscissa indicates a value of x*Re and the ordinate is N\ii,/fi{F(x*) 
multiplied by a function of x* of the form of x*2/3[1.0 + (0.7x*0133) 
5]0-2 . This function can be approximated to x*2/3 in a separated region 
and to x*0-8 in a fully developed region. This formula is determined 
to satisfy the relations as NUL a Re2/3 in the separated and reattached 
regions and Nu/, °c Re0-8 in the fully developed region, with reference 
to the method of Churchill and Usagi [9]. 

Present experimental data for long and short stalls.are indicated 
in Fig. 8. The range of the present experiments for a long stall was 
limited to h/L < 1.5 because of the streamwise length of the experi­
mental apparatus. It can be seen that the Nusselt number in the 
separated and reattached regions is well correlated by the following 
empirical equation: 

However, this equation should have the same range of application as 
for equation (2), that is, 

4 X 1 0 3 s R e s 8 X 104 

0.2 s xR/L s 16.0 

(5) 

(6) 

Further, just after the step, Abbott and Kline [3] reported the exis­
tence of a three-dimensional flow region; therefore, the experimental 
data in the range of x* < 0.2 are eliminated from the results in Fig. 
8. The proposed proportional relation between Nut and Re2 /3 in the 
present report is satisfied in the following range with an uncertainty 
of less than ±20 percent as is estimated in this figure: 

0 . 2 g * * s l . 3 (7) 
In the redevelopment region, Nuz, deviates from a relation propor­
tional to Re2/3, as can be seen from the measured results by Knight 
[10]. In addition, the Nusselt number in the fully developed region 
is reported by Kays and Leung [11], which is shown in Fig. 8 in a 
broken line. Their prediction indicated for reference, however, cannot 
strictly be compared with the authors' results due to the difference 
of the definition of Nusselt number. The experimental data deviate 
significantly from the present empirical equation (4) in the redevel­
opment region and may approach the broken line with a slope of +0.8 
in the fully developed region. Furthermore, the representative results 
obtained by Krall and Sparrow [2] for an orifice in a circular tube with 
water, and those obtained by Filetti and Kays [4] for a rectangular 
cross-sectional duct with air, are also shown in Fig. 8. It is not always 
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Fig. 5 Relation between v'f'max and local heat-transfer coefficient for h/L 
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possible in a strict sense to compare their results with the present ones 
owing to the differences in experimental conditions. However, the 
trends could be compared with the authors' results by plotting their 
data so that they meet the present empirical equation (4) at the 
reattachment point. It should be noticed that their results have a 
similar feature to the present results. However, the data of Krall and 
Sparrow [2] indicate a little larger value in the separated region than 
the present ones and also show a different behavior in the redevel­
opment region. This difference might be caused by a difference in the 
behavior of v't' distribution for each cross-sectional shape of duct. 

Summary and Conclusions 
Measurements are provided for the heat-transfer rate in the sep­

arated, reattached, and redevelopment regions behind a double step 

at the entrance of a two-dimensional duct, under the condition of a 
uniform heat flux. Simultaneously, the fluctuation of v't' in the free 
shear layer is examined with a hot-wire anemometer. The test fluid 
is air and the range of Reynolds number is approximately 4 X 103 to 
2.5 X 106. The following conclusions hold for the experimental range 
or measurements. 

1 The behavior of heat-transfer rate in the separated region is 
correlated with the measurement of heat transported by turbulence 
in normal direction to a mean flow in the free shear layer. 

2 The heat transported by turbulence in the free shear layer in­
creases proportionally with the % power of entrance velocity and with 
the heat-transfer rate in the separated region. 

3 The local heat-transfer coefficient in the separated and reat­
tached regions is represented by an empirical equation (4), of which 
the uncertainty is within ±20 percent and the applicable range is given 
by equations (5), (6), and (7). 

Acknowledgment 
The authors gratefully acknowledge Professor M. Arie, Hokkaido 

University, for his many suggestions to improve the manuscript. 
The authors are grateful also to Mr. H. Kawabe for his contribution 

in the experimental measurements and Mr. K. Sawada for his assis­
tance in installing the experimental apparatus. 

References 
. 1 Ede, A. J., Hislop, C. I., and Morris, R., "Effect on Local Heat Transfer 

Coefficient in a Pipe of an Abrupt Disturbance of the Fluid Flow: Abrupt 
Convergence and Divergence of Diameter Ratio 2/1," IME Proceedings, No. 
38, 1956, pp. 1113-1130. 

2 Krall, K. M., and Sparrow, E. M., "Turbulent Heat Transfer in the 
Separated, Reattached, and Redevelopment Regions of a Circular Tube," 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 88,1966, 
pp. 131-136. 

3 Abbott, D., and Kline, S., "Experimental Investigation of Subsonic 
Turbulent Flow Over Single and Double Backward Facing Steps," Journal of 
Basic Engineering, TRANS. ASME, Series D, Vol. 84,1962, pp. 317-325. 

4 Filetti, E. G., and Kays, W. M., "Heat Transfer in Separated, Reattached, 
and Redevelopment Regions Behind a Double Step at Entrance to a Flat Duct," 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 89,1967, 
pp. 163-168. 

5 Seki, N., Fukusako, S., and Hirata, T., "Effect of Stall Length on Heat 
Transfer in Reattached Region Behind a Double Step and Entrance to an En­
larged Flat Duct," International Journal of Heat and Mass Transfer, Vol. 19, 
1976, pp. 700-702. 

105 

tnit 

104 

103 

10z 

—T 

-

. 

i i i i 1 1—r-rr 

Present experiments 

Short stall 

Re 

a> 6350 

e 

Q 

a 

o 

o 

4360 

22860 

11200 
31400 

46200 

63900 

Long stall 
© 

O 

o 
o 

1 1 1 1 

31400 
46200 

20400 
63900 

1 

h/L 

7.0 

7.0 

2 .0 

1.38 
0.75 

0.44 

0.13 

0. 75 

0.44 

0 .44 
0. 13 

"x 
NuL = 

i • ' ' 

T r n 1 1—l l l l i l l 
l i 

•Pao J 
/ . ] 

«** ° Ji 
r***^$ ^ r . 8$^ ew ' e» 8 6 T V " ' 8 4 * V br 

<> . j %&£$r' 

e %J0fp*^ 
e jfiffiP 

f „ {0 .9expH.7(x*-1) 2 ] *0 . l } 

" 1 

—i—i—r-

„<*>§! 

2/3 
Re 

i 1111 i j i i i i I > J ^ ' / ' y y i 

J??// y 

/ 
~ 
'-
" 

Krall and Sparrow [23 

--•-- Re =10200 , h/L = 0.5 

for circular tube with water. 
constant heat f lux. 

Filetti and Kays [ 4 ] ~ 

- © - Long stall \ Re = 69600, [ 

- G - Short stall J h/L = 0.5625 

for rectangular duct wi th air , • 
constant wall temperature. 

Kays and Leung t i l ] 

for ful ly developed f low , _ 
constant heat f l ux . -

• - - ' 1 " 

10J 104 105 

x Re 
10" 107 

Fig. 8 Local heat-transfer results in the separated, reattached, and redevelopment regions 

592 / NOVEMBER 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



6 Shigetomi, F., and Seki, N., "The Behavior of the Temperature-Velocity 
Fluctuations and the Turbulent Prandtl Number in the Developing Thermal 
Turbulent Boundary Layer on a Flat Plate," Bulletin of the JSME, Vol. 17, 
1974, pp. 351-358. 

7 Tani, I., Iuchi, M., and Komoda, H., "Experimental Investigation of Flow 
Separation Associated with a Step or a Groove," Aeronautical Research Insti­
tute, University of Tokyo, Report No. 364,1961, pp. 119-137. 

8 Mueller, T. J., and Robertson, J. M., "A Study of the Mean Motion and 
Turbulence Downstream of a Roughness Element," Developments in Theo­
retical and Applied Mechanics, Plenum Press, Vol. 1,1963, pp. 326-360. 

9 Churchill, S. W., and Usagi, R., "A General Expression for the Correla­
tion of Rates of Transfer and Other Phenomena," AICHE Journal, Vol. 18, 
1972, pp. 1121-1128. 

10 Knight, H. R., "Heat Transfer in Separated Flows," Imperial College, 
Mechanical Engineering Department, SF/TN/3,1966. 

11 Kays, W. M., and Leung, E. Y., "Heat Transfer in Annular Passages— 
Hydrodynamicaliy Developed Turbulent Flow With Arbitrarily Prescribed 
Heat Flux," International Journal of Heat and Mass Transfer, Vol. 6,1963, 
pp.537-557. 

NOVEMBER 1976 / 593 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. F. Emery 
F. B. Gessner 

Department of Mechanical Engineering, 
University of Washington, 

Seattle, Wash. 

The Numerical Prediction of 
Turbulent Flow and Heat Transfer 
in The Entrance Region of a Parallel 
Plate Duct 
Velocity and temperature profiles were computed for turbulent flow, both in the entrance 
region and the fully developed state, in a duct with heated parallel plates. By starting the 
calculations at the duct inlet and using a finite difference technique and a three-dimen­
sional mixing length originally defined for corner flows, it was possible to predict axial 
flow behavior and the nonasymptotic approach to fully developed flow with and without 
associated heat transfer. 

Introduction 

The ability to predict turbulent boundary layer growth in narrow 
angle diffusers and converging passages is of interest in several en­
gineering applications. Many current prediction methods are of the 
integral type where the equations of motion are solved by integrating 
across the stream after auxiliary equations are introduced which in­
clude empirical information. Other solutions involve using transport 
equations for the Reynolds stresses, turbulent kinetic energy, and 
dissipation rate. Alternate methods are based on the numerical so­
lution of the equations in differential form in which the only empiri­
cism is associated with a description of the apparent viscosity of the 
turbulent fluid. Spalding and co-workers [1-2]1 have employed iter­
ative numerical methods with a law-of-the-wall approach in com­
puting many flows, including internal duct flows. Stephenson [3] 
followed Spalding's approach but employed transport equations for 
the turbulent kinetic energy and dissipation rate to treat the parallel 
duct problem, because it was felt that a mixing length model would 
not be adequate for predicting nonasymptotic flow development in 
the duct. In this paper we shall show that by appropriately defining 
the mixing length and beginning the computations from the duct inlet 
with no special starting procedures, it is possible to predict the 
nonasymptotic development of the duct flow. Pletcher [4,5] utilized 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the National Heat 
Transfer Conference St. Louis, Mo., August 9-11, 1976. Revised manuscript 
received by the Heat Transfer Division August 12, 1976. Paper No. 76-HT-
36. 

the duFort-Frankel method and a mixing length model for similar 
computations and presented a very good summary of the background 
and the present state-of-the-art. The testing of these approximate 
numerical techniques for two-dimensional duct flow is best done for 
parallel-sided, two-dimensional ducts to facilitate comparisons with 
previous theoretical work and with experimental data. Inasmuch as 
the accuracy of numerical methods for laminar flow is well-estab­
lished, the questions about the applicability of these techniques to 
turbulent duct flow rests upon the ability to describe turbulent shear 
stress behavior and the complications introduced in the difference 
equations by the strong spatial effects due to turbulence. 

The present state of knowledge of friction factor behavior for fully 
developed flow in rectangular ducts is relatively complete. Empirical 
correlations have been developed which apply over a wide range of 
operating conditions [6]. Some data on local flow conditions in the 
entrance region of rectangular ducts are available, and fairly extensive 
turbulence and mean flow data have been obtained for developing and 
fully developed flow conditions [7-9]. 

The most complete experiments for both friction factors and heat 
transfer in developing rectangular duct flows are reported by Sparrow, 
et al. [10, 11] for asymmetric heating and by Byrne, et al. [12] for 
symmetric heating. Byrne, et al. also give a momentum integral 
computer solution based upon the law-of-the-wall and report that 
there is no significant difference in results for isothermal and constant 
heat flux wall conditions. Their experiment involved heating one side 
only, and they inferred from the results for this condition, results 
which apply for both walls being heated. 

The results reported herein apply for developing turbulent flow in 
a two-dimensional duct and were obtained as the first part of a study 
related to developing turbulent flow along a streamwise corner. 
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Fig.1 Schematic of the duct and the nodal grid pattern 

Numerical Approach 
The field equations which represent the incompressible, two-

dimensional flow between parallel walls are, 

du du 
u ho — : 

dx dy 

dT 
u V v 

dx dy 

du dv 

— + — : 
dx dy 

_ldp 

p dx 

dT 

/d2u\ /, 

d2T dv'V 

' dy2 

du'u'\ 

dy ) 

ay 

(l) 

(2) 

(3) 

where u is found from the continuity equation, (1), and u and p are 
determined from equation (2) by using the technique of Patankar and 
Spalding [2]. We have further assumed that the axial velocity, u, is 
affected only by the spanwise-averaged axial pressure gradient. By 
introducing Prandtl's mixing length, we can express the turbulent 
shear stress as, 

u'v' •• _ p 2 : — , e„ = K£ (4) 
, du I <3u I 

dyldyl 

where K is an empirical constant which may or may not equal von 
Karman's constant (0.40 or 0.41) depending on the prescribed vari­
ation for (.. When three-dimensional duct flow is treated, then v and 
w must be calculated by using their respective momentum equations 
and permitting the pressure gradients dp/dy and dp/dz to vary with 
y and 2 as described in [2]. For this two-dimensional problem, we used 
the staggered grid shown in Fig. 1, where the axial and transverse 
velocities are defined at different positions in the mesh. This mesh, 
as contrasted to the mathematical grid (where all the variables are 
defined at the same nodal position), permits one to derive a finite 
difference approximation to the equations which ensures conservation 

of mass in the y-direction. Although some errors in mass conservation 
are normally not important, they were observed to cause significant 
errors when v was calculated using they-momentum equation instead 
of equation (1). Laminar flow calculations showed that either equation 
(1) or the y-momentum equation were satisfactory when the staggered 
grid was used. The computations were begun at the duct inlet by as­
suming that the mixing length model applies for x > 0 and using only 
the conditions u(0, y) = Ub and u(x, 0) = 0, v(x, 0) = 0 for x > 0. The 
transverse'nodal spacing varied across the duct width, but was con­
stant down the duct. The nodal spacing was much denser near the wall 
than at the midpoint to permit acceptable definition of the boundary 
layer thickness. 

The appropriate difference equations are then, 

Uj+lj — Ujj Vj+lj+l — Vj+lj _ 

Ax Ay 

Ui+lj ~ Uij Uij - Uij-i 1 pi+i - pi 
UH + Uij = 

Ax Ay p Ax 

(5) 

M) 

, , U-ij+1 _ uij • uti ~ uH-l in 
+ ^ " ~ ^ " - ' « Ay* ( 6 ) 

where 

1 = P + M( = M + I 
"0+1 ' 

Ay 

and Tij satisfies a similar equation to that for Uij. 
Recasting equation (6) in the general form, 

(XjUi+lj + ftj =Pi+l 

we may integrate to obtain 

(V) 

m = j pUi+ijdy = pt+i I — dy - | — pdy (8) 
J J Ctj <J Ctj 

Since rh is constant, p;+i may be obtained from equation (8). Then 
by substitution into equation (6), the values of u,+;y maybe obtained, 
and from equation (5) the values of u,-+y. Equation (6) uses the upwind 
differencing form for the transverse advection even though this is 
known to damp the high frequency oscillations of u. Its use was jus­
tified on the basis that: (a) the explicit differencing was used only to 
obtain a starting solution for the region 0 < x < 0.1 H; (b) the profiles 
thus obtained for flat plate simulation were in better agreement with 
known flat plate solutions; (c) these starting profiles provided a 
smoother transition to the duFort-Frankel scheme used further 
downstream; (d) the method has the correct advection characteristics 
(see reference [13]). After the starting solution was obtained, the 
difference equations were changed to the duFort-Frankel method 
which was first used by Pletcher [5] for developing flow in a pipe. All 
calculations for x > 0.1 H used the duFort-Frankel equation given 

ui+ij ~ Uj-ij 

' 2Ax 
+ Vi 

uij+l ~ Ujj-

2Ay 

-Nomenclature*. 

a = duct half-width 
A+ = empirical constant 

Cf = fully developed skin friction coefficient 
(Tjl/lpUb*) 

Cfa = local skin friction coefficient (TWX/X/ 

2pUb
2) 

Cp = specific heat 

H = duct width 

(. = mixing length 

tp, £p,d = Prandtl's mixing length, with 

damping 

Qw = wall heat flux per unit area 

p,p = static pressure, spanwise averaged 

Re;, = bulk Reynolds number (UbH/v) 
Rex = local Reynolds number (Ut,x/i/) 
St* = local Stanton number (Qwl[pCpUb(Tw 

-Tb)\ 
T, Tb, T' = temperature, bulk temperature, 

fluctuating component 
u, Ub, u' = axial velocity, bulk velocity, 

fluctuating component 
Uo = center-line velocity 
uT = friction velocity 
v, u' = transverse velocity, fluctuating com­

ponent 
x, y = rectangular coordinates (x = — xs at 

the duct inlet, y = 0 at the wall) 

xa = starting length 
y + = normalized coordinate (yur/v) 

p, pt — dynamic viscosity, turbulent viscosi­
ty 

p = density 

5 = boundary layer thickness 

5* = displacement thickness 

T,„ = fully developed wall shear stress 

Tuix = local wall shear stress 

v = bulk kinematic viscosity 

0 = momentum thickness 

a = thermal diffusivity 
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1 Pi+l - Pi-l • uij+l - Uij 
= -; 2AX + l'ii+1/2 Ay2 

* Uij - Uij-l 
- l'ij-I/2 (9) 

where 

_ Vij+l + vij 
Vij = 

_ Ui+lj + Ui-lj 
Uij = 

2 2 

The stability criterion for a constant 1'* is found by the usual von 
Neumann Fourier [14] analysis to be, 

Vij AX < Uij AY (10) 

For a variable 1'*, equation (2) can be rewritten as, 

u au + (v _ au*) au = _.!. ap + p a
2
u 

ax at ay p ax ay 2 

and a conservative stability criterion is then easily seen to be, 

( Vi·+\al'*\ )AX<Ui·AY (11) 
J ay ij J 

For the turbulent flows considered herein the term lal'*/ayl was 
found to be the dominant form. 

A similar analysis shows that the duFort-Frankel method is never 
stable when upwind differencing is used. Equation (9) is then im­
plemented in the same way as was equation (6) in forming the terms 
lYj and (3j and integrating to obtain Pi+l. 

Two further problems were encountered with the above differ­
encing system. First, when the axial pressure gradient was large, the 
transverse spacing was not important, but for small pressure gradi­
ents, the axial flow velocities near the wall would eventually become 
zero because of an inadequate momentum transfer from the outer 
portion of the flow. The cure to this was simply to make Ay small 
enough. Furthermore, flat plate calculations showed that if the first 
transverse node was placed within the zone y+ < 5 and the axial 
spacing was restricted to Ax < 0.60, this problem did not occur. While 
larger values of' Ay and Ax were permissible, poor flat plate results 
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Fig. 2 Mixing length distribution in the entrance-region of a two-dimensional 
duel, Reb = 1.0 X 10' 
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would result. Unlike Pletcher's pipe flow calculations, it was not 
possible to initiate the calculations without using an explicit starting 
calculation. Second, the turbulent computations always became 
unstable after a sufficient distance x. This was resolved by expressing 
Ilt as a weighted average of I't values computed at the closest and next 
closest pair of nodal points according to the following form, 

= (tp2);j+l/2 {Uij+l - uij + Uij+2 - Uij-l} (0 < < 1) 
I'tij+1/2 1 + 'Y Ay 'Y 3Ay - 'Y -

The best performance was obtained when 'Y = 1. This agrees with 
Pletcher's expression for the turbulent viscosity for a mathematical 
grid [5]. 

Mixing Length Model 
In order to complete the system of equations an adequate mixing 

length model must be specified. Gessner and Emery [15. 16] have 
proposed a three-dimensional mixing length model for developing 
flow in rectangular ducts of arbitrary aspect ratio which reduces to 
the following limiting form for two-dimensional duct flow: 

where 

where 

2K 
f * - --------

p - F(y*) + K(x*)G(y*) 

F(y*) = 2 [1 + _1_]1/2 + 2 [1 + __ 1 __ ]112 
(y*)2 (2 _ y*)2 

7 
G(y*) = L Cn [l + (y*)n] 

n=O 

K(x*) = 1 - Cs l1 + tanh [Cg(x* - xo*)]l 

x* = x/H, y* = y/o, and, 

f p* = flo, 0 < y/o < 1 

fp* = f(y = 0)/0, y/o > 1 

(12) 

and K, xo* and Co through Cg are empirical constants, the same as 
those specified for the three-dimensional model, namely 

K = 0.45 C1 = 1.15718 C4 = -10.65843 C7 = -10.36380 

xo* = 46 C2 = 21.32706 C5 = 7.29654 Cs = 0.4 

Co = -1.29982 C3 = -20.60664 C6 = 16.08880 Cg = 0.11 

The function F was originally developed by Buleev [17]; G is a 
polynomial function designed to alter the asymptotic value of f p * in 
the outer region of the flow for agreement with experimental results . 
K is a development length function which enables the asymptotic 
value of f p * to increase monotonically as fully developed flow is ap­
proached. Figs. 2 and 3 indicate the agreement between the mixing 
length model and results obtained by operating on the data of Dean 
[18] and Comte-Bellot [19]. The present model also agrees well with 
the model of Acharya and Reynolds [20] for fully developed flow 
conditions: fp/o = ('¥So) [1 - (1 - y/o)3] and with the experimental 
data.of Hussain and Reynolds [21]. In order to apply equation [12] 
in the viscous sublayer, van Driest's damping function was used. 

(13) 

Flow Results 
Initial computations were performed for zero pressure gradient flow 

over a flat plate in order to select an appropriate value for A + in 
equation (13). These calculations and those for the duct were started 
from x = 0 without matching experimental inlet conditions and with 
f p applying from the inlet. On the basis of comparison with Kleba­
noff's results [22], A + was selected to be 29. This selection agrees with 
the recommendations of Hussain and Reynolds [21], who suggest that 
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Fig. 3 Mixing length distribution in the entrance-region of a two-dimensional 
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Fig. 4 Predicted and measured mean velocity profiles in the near wall region 
of some two-dimensional boundary layer flows 

K = 0.45 and A* = 29 form a suitable combination for modeling fully 
developed flow in a two-dimensional duct. Fig. 4 shows that the near 
wall velocity distribution measured by Klebanoff agrees well with the 
distribution predicted by the proposed model. This figure also indi­
cates that the prescribed mixing length variation models near-wall 
velocity profile behavior in two-dimensional duct flows reasonably 
well, both in the developing (20 < x/H < 59) and fully developed (x/H 
= 225) regions. 

The predicted variation of axial center-line velocity with devel­
opment length for two-dimensional duct flow is compared with ex­
perimentally measured profiles in Fig. 5. Additional comparisons 
between predicted and measured distributions of displacement 
thickness, momentum thickness and shape factor (i*/B) are shown 
in Fig. 6. Predictions based on the shear layer interaction model 
proposed by Bradshaw, et al. [23], as presented by Dean [18], are also 
shown in order to demonstrate that the overall level of agreement 
between theory and experiment is comparable for both models. Dean's 
results are based on computations which start at x/H = 26.5 with an 
initial velocity profile matched to the experimental profile measured 
at this location. Computations referred to the present model were 
begun at x/H = 0 with uniform flow assumed at this station. Both 
models predict the local peaking of U, &*, and 8 observed at x/H = 40 
quite well. The present model also predicts the approach of each 
variable toward a constant (fully developed) value in a manner which 
agrees well with experimentally observed behavior. The model pro­
posed by Bradshaw, et al., is not well-suited for this purpose, however, 
because of intrinsic numerical errors which lead to continued x-
dependence of predicted quantities in the fully developed region [23]. 
These errors, in turn, lead to difficulties in determining fully devel­
oped values of the *-dependent variables, and are responsible, in part 
for the tail-up behavior observed in Figs. 5 and 6 when x/H > 80. 

Fig. 7 compares mean velocity profiles predicted in the developing 
flow region with those measured by Dean [18]. In general, Dean's 
predictions and profiles predicted by the present model are in good 
agreement with the experimental results. It is evident, however, that 
the experimental profiles tend to develop more rapidly than distri-

1.2 
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D EXPERIMENT, Reb= 1.1 x I0 5 [ l2 ] 
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A EXPERIMENT, Reb= 2 .4x I 0 5 [ l 9 ] 
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J 1 1 U - L 
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X /H 

Fig. 5 Predicted and measured distributions of axial center-line velocity for 
developing flow in a two-dimensional duct 
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Fig. 6 Predicted and measured distributions of displacement thickness, 
momentum thickness and shape factor for developing flow in a two-dimen­
sional duct 
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Fig. 7 Predicted and measured mean velocity profiles for developing flow 
in a two-dimensional duct, Re 6 = 1,0 X 105 
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Fig. 8 Predicted and measured wall shear stress distributions for developing 
flow in a two-dimensional duct 

butions predicted by the present model. Similar behavior can be seen 
in Figs. 5 and 6 where the experimental values tend to "lead" the 
predicted profiles. In order to determine the reason for these consis­
tent differences, additional computations were performed by using 
a starting length. A value ofxs/H (= —3.8) was chosen to give the best 
agreement with Dean's results at x/H = 2.2 for 6 and the u-velocity 
profile. Note that this has the effect of shifting the predicted distri­
butions in Figs. 5 and 6 an increment x/H = 3.8 to the left, which leads 
to improved agreement between predicted and measured results. 

Fig. 7 shows that velocity profiles computed from a matched ve­
locity profile at x/H =• 2.2 are in excellent agreement with their ex­
perimental counterparts at x/H = 8.3,14.3, and 20.4. This behavior 
implies that the proposed mixing length model is not responsible for 
the differences observed in Fig. 7. A similar behavior was noted when 
the predictions were compared with the velocity profiles measured 
by Comte-Bellot at Ret = 2.4 X 105. These comparisons imply that 
the experimental data of Dean and Comte-Bellot are not represen­
tative of developing turbulent flow in a two-dimensional duct which 
starts from an essentially uniform flow at the inlet. Caution must be 
observed, therefore, when model predictions are compared with their 
experimental results. 

In. Fig. 8, the streamwise variation of wall shear stress, as measured 
by Dean, is compared with values determined by Byrne, et al. [12] and 
predictions referred to the present model and Dean's predictions. The 
wall shear stress values referred to the data of Byrne, et al., were 
evaluated in two ways: (1) by means of a Clauser plot, and (2) by 
means of velocity profile integration via the momentum integral 
equation. Inasmuch as both methods are an indirect means of eval­
uating local wall shear stress, it is reasonable to presume that Dean's 
experimental results, which are based on a more direct method of 
measurement, are representative of actual behavior. This conclusion 
can be justified somewhat by noting that values of TW evaluated by 
means of a Clauser plot are apparently too high in the near entrance 
region (x/H < 20), whereas values of TW based on the momentum in­
tegral equation exhibit unacceptable tail-up behavior when x/H > 
60. If Dean's results are adopted as a standard for comparison, then 
predictions referred to either the present model or the one proposed 
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Fig. 9 Comparison of fully developed skin friction 

by Bradshaw, et al. [23] are in good agreement with experimentally 
observed behavior. The apparently low values of TW predicted by the 
present model when x/H < 50 may not be directly comparable to 
Dean's experimental results, inasmuch as the predictions are based 
on assumed uniform flow at x/H = 0, whereas in accordance with 
earlier considerations, Dean's results are based on flow which has 
already developed to some extent at this location. Additional calcu­
lations with K = 0.45 and A+ = 26 yielded wall shear stress values 
which were in better overall agreement with the measured results, but 
computed velocity profiles in the near wall region did not agree well 
with the experimental profiles shown in Fig. 4. 

Predicted fully-developed skin friction values are shown in Fig. 9 
and compared to Dean's predictions and the mean of the presently 
available data as tabulated by Dean. Good agreement is seen to exist 
over a Reynolds number range from 104 to 2.4 X 105, which encom­
passes most of the experimental data. 

Thermal Results 
Temperature profiles were computed simultaneously with the ve­

locity profiles for three cases: (1) constant wall temperature; (2) 
constant heat flux; (3) a constant heat flux with an unheated starting 

length. For these calculations, the turbulent Prandtl number was 
taken as 0.9. Fig. 10 compares the predicted Stanton number distri­
butions with the data and integral method predictions of Byrne, et 
al. [12]. The predicted Stanton number had a minimum at x/H = 24, 
in comparison to Byrne's minimum value which occurred between 
x/H = 20 to 30, and a slight downstream increase for x/H > 20 which 
was comparable to Byrne's measured behavior. Fig. 11 shows the 
Reynold analogy factor. Since there is a fundamental relationship 
between the skin friction and the heat transfer through the analogy 
and since the integral prediction of the wall shear stress is high when 
compared to the data of Dean (Fig. 8), it is reasonable to assume that 
the Stanton number predictions will also be high. However, the pre­
diction agrees well with the heat transfer data, which is much easier 
to obtain accurately than the wall shear stress. On the other hand, the 
numerical prediction is low for both wall shear stress and heat 
transfer. The shear stress discrepancy may be attributable to the 
difference between the experimental inlet profile and the assumed 
numerical profile, as noted in the previous section. A thermal com­
putation was made with an unheated starting length to approximate 
Byrne's experimental conditions. Fig. 10 shows the improved agree­
ment. 

0,01 

0.001 

\ Integral solution [12] 

D a t a ® \ 
O j ' 2 ] " \ ^ Qw (heating starts at «/2H»-5) 

0.1 1.0 

X/2H g. 

Fig. 10 Local heat transfer along the duct for constant heat flux (Qw) or 
isothermal wall (Tw) conditions as compared to the results of Byrne, et al., 
for Re,, = 1.0 X 10s 
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Fig. 11 Reynolds analogy factor for constant heat flux (Qw) or Isothermal 
wall (Tw) conditions as compared to the results of Byrne et al., for Ret, = 1.0 
X 10s 

Conc lus ions 
Numerical computa t ions based on a two-dimensional mixing length 

model are shown to be capable of predic t ing local flow behavior in t h e 

en t r ance region of a two-d imens iona l duc t . T h e r e is a difference be ­

tween measured and predicted results, b u t if a boundary layer s tar t ing 

l eng th is used for t h e calculat ions , t h e a g r e e m e n t improves . T h e 

predic ted h e a t t ransfer resul t s are cons is ten t ly low in t h e e n t r a n c e 

region. T h i s ag reemen t is improved if an u n h e a t e d s t a r t i ng l eng th is 

m a t c h e d to t h e expe r imen ta l condi t ions . 

F u r t h e r i m p r o v e m e n t s would d e p e n d u p o n t h e abi l i ty t o m a t c h S, 

&*, 0, Cf, nt and h e a t t ransfer condi t ions a t t h e in le t t o expe r imen ta l , 

da ta . However , t h e mixing l eng th mode l will n o t a c c o m m o d a t e such 

a detailed matching. Although more detailed matching is possible with 

t h e t r a n s p o r t equa t ion models , p red ic t ions based u p o n such mode l s 

are costly and more difficult t o per form. 
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An Analysis of Laminar Forced 
Convection Between Concentric 
Spheres 
A numerical solution for predicting the behavior of laminar flow and heat transfer be­
tween concentric spheres is developed. Axial symmetry is assumed. The Navier-Stokes 
equations and energy equation are simplified to parabolic form and solved using finite-
difference methods. Hydrodynamic and energy equations are uncoupled, which allows 
the hydrodynamic problem to be solved independently of the heat-transfer problem. Ve­
locity and temperature are calculated in terms of the two spatial coordinates. Solutions 
depend on radius ratio of the concentric spheres, Reynolds number of the flow, Prandtl 
number, initial conditions of temperature and velocity, temperature distribution along 
the spherical surfaces, and azimuthal position of the start of the flow. The effect on flow 
and heat transfer of these variables, except surface temperature distribution, is evalu­
ated. While the computer solution is not restricted to isothermal spheres, this is the only 
case treated. Velocity profiles, pressure distribution, flow losses, and heat-transfer coeffi­
cients are determined for a variety of situations. Local and average Nusselt numbers are 
computed, and a correlation is developed for mean Nusselt number on the inner surface 
as a function of Reynolds number, Prandtl number, and radius ratio. Flow separation is 
predicted by the analysis. Separation is a function of Reynolds number, radius ratio, and 
azimuthal location of the initial state. Separation was observed at the outer surface as 
well as from the inner surface under some conditions. In cases where separation occurred, 
the solution was valid only to the point of separation. 

Introduction 

Geometries incorporating concentric spheres frequently arise in 
systems requiring heat transfer. One example is the gimbals used in 
a gyroscopic guidance system. For the precise temperature control 
requirements, heat must be transferred from inner gimbals, primarily 
by free or forced convection, through air between the concentric 
spheres. A simple model for the forced-convection case is to introduce 
cooling air at one pole of the outer sphere, blow the air through the 
annular space between the spheres, and remove the air at the opposite 
pole. A sketch of this configuration is shown in Fig. 1. Heat is trans­
ferred from the inner sphere to the air and from the air to the outer 
sphere. 

Cobble [l]1 treated the problem by assuming a tangential velocity 
distribution of the form v0 = C(r sin 0) _ 1 and then calculating heat 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
April 12,1976. 

transfer from the energy equation. Bird, Stewart, and Lightfoot [2] 
solved for velocity profiles in creeping flow, neglecting inertial terms. 
Ward [3] demonstrated that the velocity profile cannot be predicted 
by assuming axial symmetry and a one-component flow. Unless the 
radial component of velocity is included, the solution leads to a con­
tradiction. Heat-transfer coefficients between the inner surface and 
the air were measured for forced convection by Rundell, Ward, and 
Cox [4]. Correlations were obtained for two sets of spheres: one with 
an outer sphere having an inner diameter of 33.7 cm with radius ratios 
(RO) of 1.2 and 1.1, the second with an outer sphere having an inner 
diameter of 21.6 cm and radius ratios of 1.2 and 1.1. The correlation 
had the form 

Nu = C[Re°-2flO]"Pr1/3Re 7r(r0
2 - r,-2) 

where the values of C and n were established as 

C = 39.7 ft"2 n = -2.39 (small spheres) 

C = 106.2 f t - 2 n = -3>.69 (large spheres) 

This study apparently was for Reynolds numbers between 400 and 
2000 for the large spheres. Flow visualization studies with air and 
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Fig. 1 Concentric spheres, flow model 

Fig. 2 Spherical coordinate system 

water were included. Flow separated from the inner wall for all flows 
examined. Separation occurred at an angular location of 8 = 45 deg 
for both air and water. 

Bozeman and Dalton [5] presented photographs of separation of 
flow between concentric spheres using water with fluorescein dye. 
Jetting of the fluid against the sphere at the inlet contributed to the. 
separation and vortex formation. It was pointed out that local heat-
transfer coefficients would be high in the region upstream of the 
separation point. Reynolds numbers ranged from 208 to 4020. 

A program was initiated at the Charles Stark Draper Laboratory 
to study heat transfer between concentric spheres, both analytically 
and experimentally in forced and free convection. This paper presents 
a numerical analysis of laminar forced convection. 

F o r m u l a t i o n and S o l u t i o n of P r o b l e m 
Analytical Model. The model is based on the configuration of 

Pig. 1. Air enters at a pole and flows along meridians to the opposite 
pole, where it is exhausted; thus flow is axisymmetric. It is necessary 
to describe the temperature distribution on the spherical surfaces as 
a function of the angle 8 (see Pig. 2) as well as the initial conditions 
of velocity, pressure, and temperature at 8\. As shown in the sectional 
view in Fig. 2, flow is from the entrance conditions at 6% to the exit 

conditions at 8f. It is not possible to treat the flow at 8 = 0 or 8 = ir, as 
singularities arise. The flow is steady, incompressible, and laminar 
and is described by the Navier-Stokes equations, continuity equa­
tions, and the energy equation in spherical coordinates with axial 
symmetry. 

To transform these equations into dimensionless form, it was first 
necessary to introduce a reference velocity, V, defined as the mean 
velocity at the equator, 6 = 90 deg. 

V--
P7r(r 0

2 -r , - 2 ) 

The following dimensionless variables were formed: 

V' V' PV2 

(1) 

R = - and T = 
n U-

(2) 

The reference pressure po will be examined later. As a result of these 
definitions, the radii of the inner and outer spheres are 1 and RO, 
respectively, while at 8 = 8j the dimensionless temperatures of the 
inner and outer surfaces are 1 and 0, respectively. 

These dimensionless variables were inserted into the Navier-Stokes 
continuity and energy equations written for steady incompressible 
flow and axial symmetry. 

• .Nomenclature* 

C = a constant 
cp = specific heat at constant pressure 
h = heat-transfer coefficient 
k = thermal conductivity 
L = loss factor 
m = mass flow rate 
n = constant exponent 
NR = number of radial nodes 
NTHET = number of nodes in angular di­

rection 

Nu = Nusselt number, 
h(r0 - n) 

P = dimensionless pressure 
p = pressure 

po = reference pressure 

Pr = Prandtl number, -e— 

Re = Reynolds number. 
V(r0 - n) 

R - dimensionless radius 
RO = radius ratio, ro/r,-
r = radius 
T = dimensionless temperature 
t = temperature 
U = overall heat-transfer coefficient 
V = dimensionless radial velocity 
V = mean velocity at equator 
vr = dimensional radiaLvelocity 
DA = dimensional tangential velocity 

W = dimensionless tangential velocity 
6 = boundary-layer thickness 
8 = angular coordinate 
81 — initial angular location 
M = viscosity 
t> = kinematic viscosity 
p = density 

Subscripts 

i = inner sphere; also used with j to designate 
grid location in difference equations 

m = mean value 
0 = outer sphere 
8 = local value at 8 
1 = initial value 
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Using the traditional Prandtl boundary-layer assumptions [6], an 
order-of-magnitude analysis was made, dropping terms of order 8, 
where 8 is a dimensionless boundary-layer thickness. The four gov­
erning equations were simplified to the following forms: 

W2 OP 
= — (3) 

R dR 
l d P (RO-l)[d2W 2dW~\ 

1 1 (4) 
Rdd Re L dR2 R dR J 

rrdW WdW 
V + = 

dR R d6 

dV V VdW W 
— + 2 - + + cot fl — = 
dR R R.ae R 

. dT WdT 
V— + = 

dR R dd 

RO-l 

RePr 

These equations require the restriction that 

RO- 1 

Vd2T .2dTl 

LdR2 RdRi 

Re 
<o[a2 

(5) 

(6) 

(7) 

and Pr > O [1]. 
The transformation of the equations by the order-of-magnitude 

analysis has reduced the system from elliptic form to a set of parabolic 
partial differential equations in the unknowns W, V, P, and T. So­
lution requires initial conditions at 8\ for W(R), V(R), and T(R) and 
boundary conditions at R = 1 and R = RO for W(8), V{6), and T(0). 
Notice that for a given set of W, the radial gradient of pressure is 
uniquely determined by equation (3). 

Initial and Boundary Conditions. While any prescribed set of 
boundary or initial conditions does not seriously complicate the 
problem, the present study was confined to simple cases. Flat entrance 
profiles of velocity and temperature were assumed. Initial radial 
pressure distribution was calculated from equation (3). Values of 
pressure were obtained by setting P(6\, 1) = 0. This guarantees a 
stable flow condition at the start, which may be difficult to obtain in 
a real situation. No-slip conditions governed the velocity boundary 
conditions at R = 1 and R = RO. Isothermal walls were assumed to 
establish the temperature conditions T(8, 1) = 1 and T(8, RO) = 0. 

Numerical Solution of Governing Equations. Equations 
(3)-(6), along with appropriate initial and boundary conditions, 
comprise a complete set of parabolic partial differential equations in 
the unknowns W(R, 8), V(R, 8), P(R, 8), and T(R, 8). They are non­
linear but are tractable using finite-difference techniques. Finite 
differences must be selected in a form to make the resulting algebraic 
equations linear in the new values of the unknowns at 8 + A8. The 
solution is produced by marching forward in the 8 direction starting 
with the initial conditions at 8\. 

With values known at 8j, the equations are solved for the new value 
at 8 + Ad, or 0y+i. Variables withy + 1 subscripts are unknown in the 
finite-difference equations. A complete description of the difference 
forms is given elsewhere [10]. 

Concentrating first on the hydrodynamic problem, the finite-dif­
ference representations of equations (3), (4), and (5) can be arranged 
with the unknowns 0 + 1 values) on the left-hand side. 

Pi- i j ' + i ' ti+l -
fWjj+Wj /Wi,j+ Wi-U\ AR 

Rr 
AR 

2 

• (Wi,j+1 

+ Wi-ij+i) = Pij - Pi-ij (8) 

A8 

R 

rVi i /RO-1\ / 1 i\~\Ri 

TWjjAR 2 /flO - 1\ I .RxAfl 

l Ri AO AR \ Re / J AR 
+ W, 

^ „ , [yiJ /R° ~ l W 1 1 \ 1 fl,-A0 
+ Wi+1J+1 —^ - ( ) ( — + —) — — = Pi, + (Wi: 

L 2 V Re / \AR RtJ J AR '' J 

)2 (9) 

'Ri--AR^ 

ViJ+i = I I Vi-iJ+l - (WiJ+1 + Wi-1J+1) 

KRi + -ARj 
2 ' 

1 + AB cot 8j+1 

Ri + - AR 

AR 

2A8 
WU + W, i-U 

Ri 

tie 

I 

+ -R) 
2 

1 \2A0/ 

= 1 and ending The radial nodes are numbered beginning with 1 at if ; 

at NR at R = RO. 
Solution Procedure. Equations (8) and (9) form a set of equa­

tions in W and P. However, it is only possible to write equation (8) 
at i = 2, 3, 4 , . . . , NR and equation (9) at i = 2, 3, 4 , . . . , NR - 1. 
Consequently there are only 2NR — 3 equations in 2JVif — 2 un­
knowns (Wij+i and Pij+i). Following the procedure first suggested 
by Bodia and Osterle [7] and extended by Coney and El-Shaarawi [8], 
the additional equation can be formed from the integral form of the 
continuity equation. For a given angular location 8, the volume flow 
can be written in dimensionless form as 

s: WRdR = -
1 

2 sin ! 
• (RO2 - 1) (11) 

Integration across the gap with Simpson's rule converts equation (11) 
to the algebraic expression 

AR 
[RiWi + 4R2W2 + 2R3W3 + 4R4W4 + ... + 2RNR-2WNR-2 

+ IRNR-IVVMR-! + RNRWNR] = -
1 

( i ? 0 2 - l ) (12) 
2 sin 8j 

This imposes the restriction that NR must be odd. There is some 
simplification because W\ = WNR = 0. There are now a total of 2NR 
— 2 equations in 2NR — 2 unknowns. The system formed from 
equations (8), (9), and (12) was solved using a Gauss-Jordan reduction 
procedure for Pij+i and Wtj+i. Having determined the values of 
Wij+i it is possible to calculate the Vij+i with equation (10) starting 
at the inner surface V;_ij+i = 0 and working toward the outer sur­
face. 

Boundary conditions are built into the equations, as indicated 
above. For the solution executed, Vij = VNRJ = Wij = WNRJ = 0. The 

initial conditions were based on a uniform velocity profile for vs, with 
V = 1. For conservation of mass, 

1 
Wi,! = " 

sin 0i 

Vi,! = 0 (13) 

Initial pressures were found by calculating P, with equation (3) 
written in finite-difference form. Calculations began at the inner 
surface, i = 2, setting P i = 0, and proceeding outward to i = NR. 

Temperature Calculation. Having found the velocity and 
pressure values atj + 1, temperatures were calculated from equation 
(6) in finite-difference form. Equations can be written for radial mesh 
points i = 2, 3 , 4 , . . . , NR — -1 providing NR — 2 equations for the NR 
— 2 temperatures at the next step in theta. Boundary conditions Tij 
= 1 and TI,NR = 0 are incorporated directly into the equations. Initial 
values of T2|i, T-i,\, • ••, 7 V B - I , I must be supplied to the program. 
Calculations were made for uniform temperature profiles, either 

T;,i = 0 or T u = 0.5 

A routine was used for solving systems of linear equations with tri-
diagonal coefficient matrices as described elsewhere [9]. 

Heat-Transfer Parameters. The local heat-transfer coefficient 
from the inner surface hi,e is defined^by the expression 

dqi,e = hifi(ti - tm)ri2 d.8 2TT sin 8 (14) 

Expressing the heat flux dqi,0 in terms of the wall temperature gra-
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dient at the inner surface, the heat-transfer coefficient can be deter­
mined. In dimensionless form, the Nusselt number at the inner surface 

Nu;„ = -
(Z) CBO-1) 
Vdfl/fl-l 

1-Tm 

At the outer surface, the Nusselt number is 

N u „ , = ~ -
\dR/R = l 

(15) = 

(16) 

To evaluate the Nusselt number, it is necessary to evaluate the tem­
perature gradient and the mean temperature from the numerical re­
sults. The derivative was obtained by fitting a second-degree poly­
nomial to the temperature at the wall and differentiating it. As a re­
sult, the derivatives were dependent on the wall temperature and the 
first two temperatures in the fluid. 

The mean or mixing-cup temperature of the fluid was defined in 
the usual way, which in dimensionless form is 

s: TRdR 

r 
(17) 

WRdR 

Integration was done numerically using Simpson's rule. 
With local Nusselt numbers computed, it is useful to know the mean 

Nusselt number from the entrance, 8\. This is the single Nusselt 
number that can be applied from the entrance to transfer the same 
heat as the integral of local values. Thus for the inner surface 

Nu,-
Jo, 

Nu;od0 

(0 - fll) 
(18) 

A similar expression obtains at the outer surface. Integration was done 
numerically using Simpson's rule. This requires that mean values of 
the Nusselt number be computed, at best, at every other step in the 
calculation. 

Fluid Flow Losses. As the flow progresses from the entrance 
toward the equator, the flow passage acts as a diffuser. After the 
equator, the area diminishes as the fluid approaches the other pole. 
Consequently the flow never reaches a developed state in the usual 
sense. There are a number of factors that affect pressure in the flow. 
Along the meridian, pressure changes because of (1) the diffusion 
effect, (2) wall frictional effects, and (3) the changing shape of the 
velocity profile. As there is curvature of the flow, the pressure is not 
uniform in the radial direction. As a result, it is not possible to express 
losses in terms of pressure drop or friction factors. Instead, the loss 
is expressed as the defect in total energy integrated across the gap. 
Putting the result in terms of the dimensionless variables, the loss 
from the initial condition to some value of 6 is 

sin 8 
(W+V)\ 

L = l-

W(P + - ~)RdR 

sin 0i 
I WrHRO* - 1) 

J, 
HO 

(19) 

PjRdR 

Integration was done in the computation using Simpson's rule in both 
numerator and denominator. 

Computer Solution. The finite-difference equations were solved 
by implicit techniques to reduce stability problems. It was determined 
that the solution was stable when A0 < Aft. The solution was unstable 
when this condition was not met. 

Supplied to the program were radius ratio RO, starting and terminal 
theta 0i and Of, number of steps NR and NTHET, and Reynolds and 
Prandtl numbers. To compute for nonuniform inlet velocities or wall 
temperatures would require minor program modifications. 

The program periodically printed velocity and temperature dis-

COMPARISON BETWEEN RADIAL INCREMENTS 

NR-11 

0.4 0.8 1.2 1.6 2.0 2.4 

ANGULAR POSITION, THETA (radians) 

Fig. 3 Tangential velocity development, RO = 1.36 

tributions as the calculation progressed. Results were given at specific 
values of 8 for radial positions and corresponding values of W, V, P, 
and T. At the completion of the calculations, 0 = 8f, Nusselt numbers 
and loss factors were computed. 

Discussion of Results 
While the computer program is primarily for evaluation of designs, 

it is useful to make observations from specific sets of results. Several 
areas merit special attention, including the development of velocity 
and temperature profiles, flow separation, heat transfer, and limita­
tions of the analysis. 

Velocity Profiles. As the hydrodynamic equations are not 
coupled to the energy equation, it is convenient to discuss these results 
first. 

To determine the effect the mesh size Afl had on the solutions, runs 
were made with NR = 21 and NR = 11. These results are compared 
in Fig. 3 for a Reynolds number of 20 at a radius ratio of 1.36. Velocity 
is graphed at several radial positions as a function of angular position. 
There is a small difference between the results from 0 = 8\ to a value 
of 8 » 0.9. After that point the difference is not discernible. Calcula­
tions were made with NR = 11. 

Fig. 3 also illustrates the effect of the change in cross section on the 
tangential velocity. The velocity decreases as the flow approaches the 
equator (6 = 1.57), where the cross section normal to the flow is a 
maximum. At that point the mean velocity (shown as a dash line in 
the figure) reaches unity. From that point on the flow accelerates. 

In addition to the built-in assumptions, such as the initial velocity 
and pressure distributions, it is possible to vary the results by changing 
radius ratio, Reynolds number, or starting point 8\. Examples of the 
effect these variables have on velocity profiles are given elsewhere 
[10]. 

In Fig. 4 velocity profiles are plotted along the meridian for a radius 
ratio of 1.36 and a Reynolds number of 20. The spherical boundaries 
have been shown as parallel straight lines. Flow progresses from the 
initial state 0X = 0.2 to 8; - 2.8 without separation. As the flow pro­
gresses the boundary layer thickens, and the profiles flatten as the 
equator is approached. The flow then accelerates as it goes through 
the other hemisphere. Note the appearance of an inflection in the 
profile near the inner wall in Fig. 4. Increasing the Reynolds number 
to 200 (Fig. 5) causes these inflections to grow into regions of reverse 
flow. When separation occurs (negative W) the computer results 
become meaningless, as the flow downstream is then affecting a pre­
viously calculated flow. This could only be examined by solving the 
equations in elliptic form. 

The choice of the starting point of the calculation, 0i, is important. 
In addition to altering profiles and pressure distribution, it is possible 
for flows that separate when started at fli = 0.2 to flow unseparated 
when started at larger angles. 
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_, . „ Fig. 5 Tangential velocity profiles along a meridian (showing flow separation 
Fig. 4 Tangential velocity profiles along a meridian, RO = 1.36, Re = 20, a l i n n e r s u r f a c e ) j RO = -,.36, R e = 200, and 0, = 0.2 
and 0, = 0.2 

Radial Velocity. While the flow does not achieve a state that 
could be described as fully developed, it does reach a near-concentric 
flow pattern in that the radial component goes to zero. This is illus­
trated in Fig. 6, drawn from RO = 1.36 and Re = 20. In the early part 
of the flow there is a strong flow away from the inner sphere. This 
promotes the possibility of separation from the inner surface. The 
radial component has nearly disappeared at 6 = 0.6 radian and es­
sentially is zero beyond that. This is typical of the cases studied. 

In the case where the flow was started near the equator, the area 
changes are less severe, and the radial component behaves more nearly 
like a parallel-flow situation. 

Pressure Distribution. Initial pressure distribution is calculated 
from equation (3) to provide a stableflow. No attempt was made to 
predict flow behavior for nonstable pressure distributions. As the flow 
progresses two factors affect the pressure. There is a tendency for the 
pressure to change because of the change in area, as well as a tendency 
for the pressure to fall because of wall shear. 

The behavior of the pressure on the spheres along the flow path is 
shown in Fig. 7. Pressure on the outer sphere is always larger than that 
on the inner sphere. A comparison for the two cases illustrated at Re 
= 20 shows that the viscous effects dominate the flow in the narrow 
gap, causing the dimensionless pressure to go negative in the case 
shown. An increase in Reynolds number for the case RO = 1.1 causes 
the pressure rise from diffusion to overcome the viscous effects and 
the pressure to remain positive throughout the flow after going neg­
ative briefly on the inner sphere. These are representative of other 
cases computed. 

If the pressure terms become negative and dominate the numerator 
of equation (19), the loss L can exceed unity. This means that the 

Journal of Heat Transfer 

initial state is incorrect [P(l, 8\) = 0]. An additive constant of pressure 
would correct this. But the loss factor times the net energy loss would 
not be altered by this change. The net energy loss, which is the de­
nominator of equation (19), is a function of radius ratio and 8 only. 

Fig. 6 Radial velocity, RO = 1.36, Re = 20, 0, = 0.2 
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R0=1.36 Re=20 

Fig. 7 Surface pressure along the spheres for several cases 

The effect of Reynolds number on loss is shown in Fig. 8 for cases 
that did not separate at a radius of 1.1. 

Separation. As noted earlier, the flow separates from the inner 
or outer wall for a particular geometry when the Reynolds number 
reaches a large enough value. A survey was made to map the separa­
tion as a function of Reynolds number and radius ratio. A test was 
made on W in the program to determine when it became negative. A 
negative in W for NR = 11 would obviously occur later in the calcu­
lation than it would for NR = 21. All results were compared on the 
basis of NR = 11; so in that respect they are consistent. Several 
computations were made at radius ratios of 1.1 and 1.36 to determine 
the angle at which separation occurred. These are shown in the graph 
of Fig. 9. Notice that the point of separation becomes independent 
of Reynolds number for large Reynolds numbers. This is consistent 
with the visual studies of Rundell, Ward, and Cox [4]. The radius ratio 
of 1.1 was surveyed to establish the minimum Reynolds numbers for 
which separation occurred. It was determined as 98. Below that value 
the flow did not separate. 

£ 2.0 

_ i _ 
60 80 100 

100 

REYNOLDS NUMBER 

Fig. 9 Separation angle as a function of Reynolds number for two radius 
ratios 

A series of computations was made at a Reynolds number of 200 
for several radius ratios. The results are shown in Fig. 10. Below RO 
= 1.15 separation occurred at the outer surface. Above 1.15 it occurred 
at the inner surface. No separation appeared at a radius ratio of 1.15. 
The velocity along the meridian for this case was close to separation 
along the inner surface at 0 = 0.92 radians, but the flow began to ac­
celerate near the wall at that point. That is not to say that a calculation 
with a smaller mesh would not have shown separation. One would 
expect separation from the inner surface due to centrifugal effects and 
would guess that larger radius ratios are more apt to have separated 
flows. It is not clear why there is a separation at the outer surface for 
smaller radius ratios. A computation at a radius ratio of 1.03 and a 
Reynolds number of 200 did not show flow separation. 

Separation occurs during the diffusion process. Treating the flow 
area as a conical diffuser, it is evident that the diffusion angle is more 
severe for larger radius ratios. Furthermore, the diffusion angle de­
creases as the equator is approached. 

Limitation of the Analysis. There are two limitations in the 
analysis. Flow separation imposes an upper limit on the Reynolds 
number. The lower limit is a result of the order-of-magnitude analysis, 
which requires 

RO-1 

Re 
<S2 

from equation (7). Assuming a maximum value of the boundary layer 
& to be one-half the gap, (RO — l)/2, minima can be found for Re from 
the expression Re = 4/(RO — 1). Minimum Reynolds numbers range 
from 11 at RO = 1.36 to 133 at RO = _L-03. With room air as a fluid, 
these correspond to mean velocities V of 0.02 m/s and 2.9 m/s, re­
spectively. Smaller Reynolds numbers are valid in the early part of 
the flow. 

Temperature Profiles. In addition to the variables that affect 
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Fig. 8 Total loss factor as a function of Reynolds number lor RO = 1.1 
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Fig. 10 Effect of radius ratio on separation at Re = 200 
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Fig. 11 Temperature profiles between concentric spheres, RO = 1.36, Re 
= 20, 8-, = 0.2, Pr = 0.7, F, = 0.0 

the velocity profiles, temperature is also dependent on the Prandtl 
number and the inlet temperature distribution. Profiles are shown 
for a uniform inlet temperature of T; = 0 in Fig. 11. Profiles are shown 
developing along the meridian. Prandtl number is 0.7. Profiles for 
other Prandtl numbers and other initial states are given elsewhere 
[10]. 

In the case where the initial temperature was set at 0.5, energy was 
transferred from the inner surface to the outer surface. Very little 
energy was stored in the coolant, as indicated by the small change in 
mean temperature. 

Heat Transfer. At each point in the calculation several Nusselt 
numbers were computed. These were local and mean values on the 
inner and outer surfaces, as described in equations (15), (16), and 
(18). 

A comparison of mean Nusselt numbers on the inner surface is 
shown in Fig. 12. All results are for an initial coolant temperature of 
0.5 and a Prandtl number of 0.7. It is apparent that the Nusselt 
number increases with an increase in Reynolds number and is larger 
for large gap than for small gap. 

The effect of Reynolds number on the mean Nusselt number can 
be seen in the graph in Fig. 13. Inner, outer, and overall Nusselt 
numbers are plotted against Reynolds number for the spheres having 
a radius ratio of 1.1. These were calculated for an initial temperature 
of 0.5 and a fluid having a Prandtl number of 0.7. The overall Nusselt 
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Fig. 12 Mean Nusselt number variation along the inner sphere, Pr = 0.7, r, 
= 0.5 

INNER SPHERE,NU, 

- OVERALL,NUm 

R0 = 1.1 
Pr=0.7 

T.-0.5 

REYNOLDS NUMBER 

Fig. 13 Effect of Reynolds number of heat transfer 

number is based on the overall heat-transfer coefficients U between 
the inner and outer spheres. 

i _ l 1 
U~ h h0(RO)2 

(20) 

For flow at low Reynolds numbers it is possible that free convection 
can become significant. Calculations were made by extrapolating 
experimental correlations for free convection between concentric 
spheres. For spheres of 25 cm diameter and radius ratio 1.36, with 
room temperature air in the gap, a temperature difference between 
spheres of about 4 C is required to produce a Nusselt number of 2. At 
the minimum Reynolds number for this case, approximately 11, the 
mean Nusselt number on the inner sphere was 2.9. The question of 
which mode of heat transfer (including gaseous conduction) domi­
nates as the gap is reduced is currently being investigated by the au­
thor. 

Initial Conditions. Assigned initial conditions of velocity, 
temperature, and starting angle affect the heat-transfer results and 
separation conditions. Normally the initial conditions will be chosen 
to model experimentally determined properties. 

A set of calculations was made using initial conditions determined 
experimentally. With an initial angle of 0.35 radians the gap tem­
perature was uniform, with T\ = 0, and the tangential velocity profile 
was nearly triangular, being large near the inner surface. Comparing 
these results to 0i = 0.2 and Tx = 0.5, flow separation was detained 
due to the larger angle at the start. Using uniform profiles, Nusselt 
numbers on the inner surface were about 20 percent larger for Ti = 
0 than for Ti = 0.5. 

Triangular profiles of initial tangential velocity were used. In one 
case the maximum velocity was near the inner sphere, and it was near 
the outer sphere in a second case. In both cases separation was ag­
gravated by the skewed profiles. Heat transfer was enhanced with 
peak velocity near the inner surface and impaired with the peak near 
the outer sphere. The change was about 13 percent compared to re­
sults with a uniform profile. Velocity profiles and local Nusselt 
numbers were different among these cases near the initial state, but 
they tended toward the same values in the upper hemisphere. 

The program will handle any initial velocity profile of tangential 
velocity that is one-dimensional. The question of extending the 
analysis to cope with flow separation, while important, is difficult 
because equations must be solved in elliptic form. 

Correlation. As noted earlier, Rundell, Ward, and Cox [4] pre­
sented a correlation of their experimental data in terms of Prandtl 
number, Reynolds number, and radius ratio having the form 

^ r l / 3 „ . 2 
Num = 106.2 Re0-2 

ROs -(R02-1) (21) 

for spheres having a diameter of about 25-30 cm. Based on the com-
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puted results of our analysis, the Nusselt number was expressed in 
terms of these variables as 

Nu = KReMPiN(RO - l)p (22) 

Heat transfer is affected by initial conditions. For an initial gap 
temperature of T\ = 0.5, the results were fit with the expression 

Nu,> = 2.41 Reo l s(flO - l )M 7Pr0-2 (23) 

with a variance of 3 percent from the mean. For T\ = 0.5 the results 
were correlated by the relation 

Nu;,m = 2.28 Re°-23(flO - i)0.26Pro.2 ( 2 4 ) 

with a variance of 13 percent. 
A comparison between Nusselt numbers computed with the cor­

relations and equation (21) shows the results from the experiment [4] 
to be larger than those predicted by the analysis. This is not surprising, 
as the experiments were done with high Reynolds numbers, and all 
runs were separated, with vortices present in the flow. Furthermore, 
there is jetting of the fluid against the inner sphere at the entrance. 
All of these factors would tend to increase heat transfer in the ex­
periment, while the analysis has assumed that the flow was laminar 
throughout. 
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A Numerical Analysis of Heat 
Transfer to Fluids Near the 
Thermodynamic Critical Point 
Including the Thermal Entrance 
Region 
A two-dimensional numerical method has been developed to predict heat transfer to near 
critical fluids in turbulent flow through circular tubes. The analysis is applicable to the 
thermal entry region as well as fully developed flows. Agreement with experimental data 
for water at 31.0 MN/m2 is quite good. A correlation in the form of the heat flux parameter 
of Goldmann was found to be satisfactory for water at that pressure. Results are presented 
in graphical form which apply to a wide range of heat fluxes, mass velocities, and tube di­
ameters. Preliminary results in the entrance region show that film coefficients remain 
well above the corresponding fully developed values for a larger distance downstream 
than would be the case with a constant property fluid. This effect becomes more pro­
nounced as the heat flux is increased. 

Introduction Hendricks, et al. [I]2 lists more than 40 references (prior to 1970) 
which present results of heated tube experiments. Some of these re-

Heat transfer to fluids near the thermodynamic critical point in p o r t sharp peaks in the heat-transfer coefficients while others find 
flow through circular tubes has been of interest for the past 20 years. a degradation of the film coefficient resulting in a peak in the tube 
The distinguishing feature of the process is the extremely sharp w a n temperature. It is now evident that these results are not in-
variations of thermodynamic and transport properties which occur consistent since both increases and decreases in the film coefficient 
near the pseudocritical temperature.1 Although a supercritical fluid appear to occur for all fluids at certain combinations of heat fluxes, 
is clearly single-phase when in a state of thermodynamic equilibrium, flow rates, and fluid bulk enthalpies. 
it has been shown that relatively large relaxation times may be re- i n s p j t e 0f the large number of experiments which have been run, 
quired for a thermally disturbed system to return to equilibrium so the data available for design and even the understanding of the basic 
that nonequilibrium phenomena may occur near the critical point. mechanism for heat transfer are inadequate. The large number of 
In addition, there are extremely large density variations in this region variables which affect the heat transfer and the difficult ranges of 
causing free convection effects. pressures and temperatures which must be produced make a truly 

The great majority of work which has been reported has been ex- comprehensive experimental program extremely difficult. It is 
perimental. Measurements of heat-transfer coefficients have been therefore apparent that a reliable numerical solution would be a 
made for a variety of fluids (C02, H 2 0 , H2, 0 2 , etc.). An excellent valuable tool for carrying out a systematic study of the effects of 
survey of the entire area of heat transfer to near-critical fluids by various parameters and for producing results which could be used in 

design and analysis. 
Numerical solutions of the problem [2-6] have been carried out with 

" ~ ,. . , _, . limited success. The method used in these studies was a cross-stream 
1 The pseudocritical temperature is the temperature at which Cp is a maxi­

mum at a specified pressure. 
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numerical integration so that the effects of upstream conditions were 
not accounted for. Thus, the axial momentum term was not included. 
A recent numerical analysis by Kakarala and Thomas [7] used a sur­
face-renewal based formulation to analyze the case of combined free 
and forced convection for turbulent flow in a vertical tube. Their 
method predicts the threshold limits on the conditions under which 
buoyancy terms are significant. They do not present results in the 
form of film coefficients, however. 

A two-dimensional numerical analysis was recently presented by 
Sastry and Schnurr [8]. They used an adaptation of the Patankar-
Spalding method [9] and found excellent agreement with experi­
mental data [10] for water at pressures of 22.8 and 31.0 MN/m2 for 
relatively low heat fluxes but agreement was less satisfactory for high 
heat flux cases and for the CO2 data of [11]. This appeared to be partly 
caused by the inability of the numerical method to handle the thermal 
entry region. There is experimental evidence [11] which indicates that 
thermal entry effects may persist much farther downstream for 
near-critical fluids than for constant property fluids. 

The purpose of the work reported here was to extend the analysis 
of reference [8] to include the thermal entry region and to use the 
resulting numerical method to predict the effect of all pertinent 
variables on the heat-transfer coefficient for the flow of near-critical 
fluids through tubes with constant wall heat fluxes. 

T h e N u m e r i c a l M e t h o d 
The problem to be analyzed is heat transfer to a near-critical fluid 

flowing through a circular tube with a uniform wall heat flux. Axial 
conduction, viscous dissipation, and free convection effects are as­
sumed negligible. The flow is assumed to be hydrodynamically fully 
developed and the enthalpy profile is uniform at the beginning of the 
heated section of tube. 

The numerical method used in this work is an adaptation of the 
Patankar-Spalding method. Their method is an implicit finite dif­
ference marching procedure applicable to boundary layer3 type flows. 
The governing differential equations in the von Mises coordinate 
system are 

where 

du 

dx 

di 

d 1 dP 
• — ( T T ) 
d\j/ pu dx 

dx dtp 
•ur)r\ 

(1) 

(2) 

3 "Boundary Layer" has a somewhat broader connotation than usual. It in­
cludes all cases where derivatives of the dependent variables (velocity and en­
thalpy) in the streamwise direction are small compared to those in the cross-
stream direction. 

T = ixeif{du/dr) 

Ji = -(neii/oetfHdi/dr) 

(3) 

(4) 

All symbols are defined in the Nomenclature. The effective viscosity, 
jueff, is the sum of laminar and turbulent contributions. The turbulent 
contribution may be computed using any of several empirical ox 
semi-empirical formulations. The effective Prandtl number is cal­
culated by assuming that the effective conductivity of the fluid is also 
composed of laminar and turbulent contributions. This concept leads 
to the relationship 

Meff/o'eff = n/o + (Meff _ M)/T (5) 

The turbulent Prandtl number o r may be assumed constant or some 
formulation such as that suggested by Jenkins [12], or Eckelman and 
Hanratty [13] may be used. 

The Patankar-Spalding method has several features which make 
it superior to most other numerical procedures. The use of the von 
Mises coordinate system eliminates the necessity for a separate con­
tinuity equation. It also allows developing flows to be analyzed without 
including a separate equation for conservation of momentum in the 
cross-stream direction. The most significant feature, however, is their 
treatment of the region near the wall. In this region the velocities are 
so small that axial convection terms are negligible. The flow is de­
scribed by ordinary differential equations which can be directly in­
tegrated. This gives values and slopes of the dependent variables, 
velocity, and enthalpy at the edge of this "Couette flow" region. These 
values are boundary conditions for the finite difference solution which 
is used from the edge of the Couette flow region to the tube center line. 
This results in a significant reduction in the required number of 
cross-stream nodes. 

Two major revisions were required to adapt this method to the case 
of heat transfer to near-critical fluids in circular tubes including 
thermal entrance effects. The first was the adaptation of the method 
to internal flows. Since the solution of the finite difference equations 
requires knowledge of the downstream pressure, an iterative scheme 
had to be developed in which a value of downstream pressure is as­
sumed, downstream velocity and enthalpy profiles are computed, and 
the resulting radius of the flow region is calculated and compared to 
the tube radius. If the difference is larger than a specified tolerance, 
the assumed downstream pressure is adjusted and the process is re­
peated until satisfactory agreement is obtained. 

The second major revision was the handling of the Couette flow 
region. If the thermal entry region is to be studied, it is necessary to 
use an extremely small spacing of node points near the wall. The 
Couette flow region will therefore lie entirely within the laminar 

.Nomenclature-

Cp = specific heat at constant pressure 
D = inside diameter of tube 
g = acceleration of gravity 
G = mass velocity 
Gr = Grashof number = ((pi, — pw)lpw) 

(pJpw)2D*g 
h = local heat transfer coefficient 
i = specific enthalpy 
I+= (i- iw)(Twpc)

m/qw 

Ji = (pen/<reff)(di/dr) 
K = thermal conductivity 
Ke{[ = effective conductivity in turbulent 

flows 
N = number of nodes in the radial direc­

tion 
Nu = Nusselt number = hD/Kt, 
Nu/; = reference Nusselt number defined by 

equation (16) 
P = pressure 
PCr = critical pressure 
Pr = reduced pressure = PJP„ 
P+ = pc(dP/dx)(rJPc)'^ 
qw = wall heat flux 
r = local radius 
Ret = Reynolds number = GD/iib 
S = node spacing parameter 
T = local temperature 
u = local axial velocity 
u+ = u/(Twlpc)

m 

x = axial distance 
y = distance from the tube wall 
y+ = y(Tu,Pc)1/2/vc 
Ar = node spacing in the radial direction 
£ = eddy diffusivity of momentum 
€H = eddy diffusivity of heat 

M = fluid viscosity 
Pen = effective viscosity for turbulent flow 
P-+ = PMSIPC 

p = fluid density 
0- = Prandtl number = pCp/K 
<reff = effective Prandtl number 
ar = turbulent Prandtl number = e/en 
T = local shear stress 
4, = qmD0VG0S 

\p = the stream function 

Subscripts 

b = bulk 
c = edge of the Couette flow region 
M = pseudocritical condition 
0 = a reference condition 
W = wall 
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sublayer. If the temperature in that region is near the pseudocritical 
temperature of the fluid, variations in the viscosity and Prandtl 
number will be severe. It was therefore necessary to develop a special 
Couette flow solution consistent with these conditions. 

The governing differential equations in the Couette flow region in 
dimensionless form are [9] 

and 

du+/dy+ = (1 + P+y+)/ii+ 

dl+/dy+ = a/n 

(6) 

(7) 

These equations are to be integrated from the wall to the opposite 
edge of the Couette flow region, which is selected at a point where y+ 
is less than five to ensure that this region lies completely within the 
laminar sublayer. 

Typical variations of properties for a fluid near the critical point4 

are shown in Fig. 1. Since the thickness of the Couette flow region is 
very small and the temperature change across that region is not ex­
cessive, the variation of viscosity may be assumed linear with distance. 
Therefore 

M+ = M+w + (l - v+iu)(y+/y+c) (8) 

Integration of equation (6) in conjunction with equation (8) yields 

u+c = P+y+c
2(l - n+w + fi+w log M+W)/(1 - M+UJ)2 

- (y+c/(l - M+W)) l og M+u) 0 ) 

The Prandtl number variation is quite similar to the Cp variation and 
reaches a sharp peak at the transposed critical temperature. Inte­
gration of equation (7) is carried out for two separate cases. If the 
transposed critical temperature lies between the temperatures at the 
wall and that at the edge of the Couette flow region (Tc < TM <TW), 
the Prandtl number is expressed by two straight line segments 

"m + ("M ~ "W)(I+/I+M) 0 < It- < I+M (10) 

and 

a = aM + (f"c - aM)(I+ ~ I+M)/(I+C ~ I+M) I+M ^ 1+ < I+c 

(11) 

The integration of equation (7) using (8), (10), and (11) yields 

, I+c = I+M ~ [(log (O-M/O"I»))/(O"JW - Ow) 

+ y+c (log M+I»)/(1 _ M+[»)](cc - «"Af)/log (OJOM) (12) 

If TM does not lie between Tm and Tc, the Prandtl number is given 

by 

o = ow + (oc — °w)(I+/I+c) (13) 

and integration of (7) using (8) and (13) gives 

I+c = (ac - aw) log (1/M+Jy+c/((l - H+ui) log {acfaw)) (14) 

Equations (6), (7), (9), and (12), or (14) are used simultaneously with 
the set of finite difference equations to determine downstream profiles 
of velocity and enthalpy. The wall shear stress and heat-transfer 
coefficient may then be calculated. 

Since the foregoing analysis is based on an assumption of laminar 
flow throughout the Couette flow region, the radial distribution of 
node points must be chosen to ensure that the point nearest the wall 
is at a dimensionless distance of y+ < 5. It should also be noted that 
variations of "effective" properties are most severe in the laminar 
sublayer since the laminar viscosity and Prandtl number are highly 
temperature dependent. In the turbulent core the eddy viscosity and 
conductivity dominate, and they are much less temperature sensitive. 
Finally, the rapid changes in enthalpy and velocity occur very near 
the wall in entrance region flows. All of these considerations dictate 
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Fig. 1 Properties of water at a pressure of 31.0 MN/m2 

a highly nonuniform node spacing with the greatest concentration of 
node points near the wall. A variety of node-point distribution 
schemes were tried. The one which proved most successful was based 
on the equation 

A/-, = (2)- I / sAr/_i 1<I<N (15) 

4 Additional discussion of thermal properties of near critical fluids is given in 
the Appendix. 

where / = 1 corresponds to the node on the tube center line. Various 
combinations of TV and S were tried and comparison of the results with 
those obtained using other combinations as well as with experimental 
results were used to determine the best values. The most satisfactory 
combination depended on the fluid, heat flux, pressure, and bulk 
enthalpy. Nevertheless, N = 30 and S = 2 was found to give good re­
sults for most cases. 

Selection of a suitable downstream step size also presented an in­
teresting problem. The Patankar-Spalding method is basically a 
forward differencing procedure since derivatives of the dependent 
variables are evaluated at the downstream end of the axial step. The 
values of the transport properties are evaluated at the upstream 
station, however, so that the linearity of the finite difference equations 
will be preserved. Therefore, the method is not universally stable and 
if the downstream step size is not kept below a particular value, in­
stability will result. This maximum allowable step size is a complex 
function of the transport properties and their derivatives with respect 
to velocity and enthalpy. It was found to be most expedient to de­
termine the maximum allowable step size by a trial-and-error pro­
cedure. In regions where the wall temperature was well below the 
transposed critical temperature or the center-line temperature was 
well above it, step sizes as large as 1 diameter could be used. When the 
temperature in the laminar sublayer was near TM, however, much 
shorter steps were necessary. The worst case occurs when TM falls 
within the laminar sublayer but outside the Couette flow region. The 
peaks in Cp and a are not accounted for in the finite difference portion 
of the solution as well as they are within the Couette flow region. This 
difficulty was minimized by using small enough node spacings and 
step lengths to ensure good accuracy. In such cases a step length in 
the range of 0.025-0.1 diameters was used. The most critical case oc­
curred when such conditions occurred near the beginning of the en­
trance region. In these cases an initial step length as small as 0.001 
diameters had to be used. Since the step length was adjustable, 
computation time was conserved by appropriate variation of the step 
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Fig. 3 The effect of heat flux on the film coefficient 

length as the calculation proceeded downstream. 
The accuracy of the numerical method was checked by comparison 

of results with those of other analytical studies and with experimental 
data from several sources. The first comparisons were for heat transfer 
to constant property fluids in turbulent flow through circular tubes 
with a uniform wall heat flux. Agreement with standard empirical 
correlations [14] for fully developed flows were excellent for Prandtl 
numbers in the range of 0.7-10 and for Reynolds numbers from 30,000 
to 500,000. Several additional comparisons were made for heat 
transfer to near-critical fluids. These are discussed in the following 
section. 

Results—Fully Developed Flow 
The first case considered was water at a pressure of 31.0 MN/m2 

(Pr = 1.40). This case was selected because a significant amount of 
reliable experimental data are available at that pressure for two dif­
ferent values of wall heat flux. It also had the advantage of less severe 
property variations than would occur closer to the critical point. 
Therefore a larger downstream step size could be used and an ex­
tensive study of the effects of several variables could be made with 
a relatively modest amount of computer time. 

A comparison of the numerical results with those of reference [10] 
is shown in Fig. 2. The abscissa in Fig. 2 is a film temperature defined 
as (Tb + Tu,)/2. The maximum difference is about 15 percent. This 
agreement is significantly better than that obtained by the authors 
in the previous analytical study [8], particularly for the higher heat 
flux. This is apparently due to the more precise accounting of the 
property variations in the new Couette flow solution and the higher 
concentration of nodes in the wall-near region. 

The effect of heat flux on the film coefficient was studied by pro­
ducing additional results at values of heat flux ranging from 0.316 to 
2.84 MW/m2. These results are shown in Fig. 3. The film coefficients 

' reach a peak at it, » 4f for low values of heat flux. At higher heat fluxes 
this peak disappears, and at very high heat fluxes, h drops rather 
sharply to values less than V4 of the corresponding values for the low 
heat flux case. The combination of high qw and low h results in very 
high tube wall temperatures. 

The enhancement of h for the low heat flux cases is simply due to 
the very high fluid Prandtl numbers which occur at temperatures 
spanning the transposed critical. This peak in h would in fact be 
predicted by a constant property correlation of the type 

Nufl (16) 

At higher heat fluxes the radial variation of enthalpy (and tempera­
ture) is very large. The wall temperature is well above TM when the 
bulk of the fluid is still at temperatures below TM- The fluid near the 
wall has a low thermal conductivity causing a large thermal resistance 
in the laminar sublayer. The average velocity of the fluid is still rel­
atively low, however, since the core of the fluid is at a temperature 
below TM and the density is high. This results in the low values of h. 
As heating continues, the density decreases in the core with a corre­
sponding increase in velocity and improvement in the heat transfer 
coefficient.5 

The effects of heat flux, mass velocity, and tube diameter on the 
film coefficient were investigated for water at 31.0 MN/m2 by calcu­
lating h versus it, for various combinations of qw, G, and D. A listing 
of all cases considered is given in Table 1. The calculated Nusselt 
numbers were normalized by dividing by reference Nusselt numbers 
calculated from equation (16) at the same bulk enthalpy. The varia­
tion of Nu/Nu/; with it for all cases is shown in Fig. 4. 

As the heat flux approaches zero, the property variations become 
negligible and the Nusselt number ratio would be expected to ap­
proach unity. Note that for the lowest heat flux considered here (Case 
1. Qw — 0.317 MW/m2) the normalized Nusselt number is approxi­
mately equal to unity except for bulk enthalpies spanning the trans­
posed critical where the ratio reaches a value of about 1.2. This occurs 
because the property variations in the radial direction are still sig­
nificant at this heat flux. A correlation accounting for viscosity vari­
ation would be expected to give a more accurate prediction of the 

5 This explanation is essentially the same as that given by Shiralkar and 
Griffith. 
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Fig. 4 Correlation of results for water at 31 MN/m2 

Nusselt number. The Nusselt numbers for Case 1 were also compared 
to a correlation recommended by Kays [14] having the form 

Nu = 0.0155 Re(,°-8iV6°-5(W)/|uI„)0 (17) 

Agreement was within 5 percent over the entire range of bulk 
enthalpies. Even though equation (17) is a more accurate correlation 
than equation (16), the latter is used as the normalizing Nusselt 
number since it can more easily be used in a design situation where 
Tw is unknown at the outset. 

The ranges of independent variables covered in this series of runs 
were 

3.2 < D < 18.8 mm 

0.32 <qw< 3.5 MW/m2 

1020 < G < 5120 kg/m2s 

The resulting Reynolds numbers covered a range of 3 X 104 to 2 X 106. 
Several methods of correlating the results were tried. The method 
which proved best was the use of the heat flux parameter <f> = 
quiD°-2/G0-8 used by Goldmann [3]. Values of this parameter are given 
in Table 1 and on the corresponding curves in Fig. 4. The values of this 
parameter increase quite smoothly as the curves shift downward. This 
set of curves may be considered a correlation of results for water at 
a pressure of 31.0 MN/m2 subject to the limitations on qw, D, and G 
listed before and to the added restriction that free convection effects 

are not important. According to Shiralkar and Griffith [11], buoyancy 
effects will be negligible if Gr/Re2 < 0.032 for water. Hall [15] uses the 
criterion Gr/Re1-8 < 0.1 which is a somewhat more stringent condition. 
Values of both of these parameters are given in Table 1 for each 
case. 

A few additional runs were made for water at a pressure of 22.8 
MN/m2 (P r = 1.03). The predicted results were found to agree with 
the experimental data of [10] within 10 percent. The step length used 
for this solution had to be limited to an extremely small value to 
maintain stability. The computer time was therefore quite large and 
it was not feasible to run a" large number of cases at that pressure. 

Results—The Thermal Entry Region 
Experimental results [4] have shown that entrance effects continue 

farther downstream for near-critical fluids than would occur in the 
constant fluid property case. The numerical procedure was applied 
to the thermal entry region in an attempt to determine the importance 
of these effects. The marching procedure was allowed to proceed 
downstream solving only the momentum equation until the velocity 
profile was fully developed. The enthalpy profile was a specified 
uniform value during this "starting length." Then the solution to the 
energy equation was included and the thermal entry solution was 
begun. The first cases were run for the purpose of checking the ac­
curacy of the thermal entry solution. Constant fluid property cases 
using Prandtl numbers of 0.7 and 10 were run for several values of 
Reynolds numbers. Results were found to agree with those of [16] 
within ±2 percent for x/D > 1. A case was then run for near-critical 
hydrogen for comparison to the experimental data of Hendricks, et 
al. [17]. These results are shown in Fig. 5. The reduced pressure is 1.28 
for this case and the heat flux is quite large with the result that T\, < 
TM < Tw for the entire entrance region. The very good agreement 
indicates that this program can be used to predict thermal entry ef­
fects with some confidence. 

Since thermal entry results are functions of bulk enthalpy as well 
as G, D, qw, and fluid pressure, it did not appear feasible to attempt 
any type of correlation at this time. More comparisons with experi­
mental data from a variety of sources would be required to further 
increase the confidence in the numerical method. Nevertheless, a 
series of runs was made for water at 31.0 MN/m2 to predict the effects 
of inlet enthalpy and heat flux in the thermal entry region. A reference 
run was made using a very low inlet enthalpy to produce the fully 
developed Nu versus ii, curve. Thermal entrance runs were then made 
with higher inlet enthalpy values. The predicted Nusselt number for 
those cases asymptotically approached the fully developed results for 
large x/D values. It was then possible to isolate the thermal entrance 
effects in the form Nu/Nu„ versus x/D. Results are presented in this 
form for three different heat flux levels in Fig. 6. It does appear that 
entrance effects are more pronounced and persist much farther 
downstream for higher heat fluxes. It was also found that even for the 
low heat flux cases, the entrance effect is more pronounced when T;, 
< TM < Tw. 

Discussion 
An area of great importance which has not yet been discussed is the 

Table 1 Cases analyzed-water, 31.0 MN/m2 

Case 
No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

D 
(mm) 
9.42 
9.42 
9.42 
9.42 
9.42 
9.42 
9.42 
9.42 
9.42 

18.8 
18.8 
3.17 

G 
(kg/m2-s) 

2150 
2150 
2150 
2150 
2150 
2150 
1080 
5120 
4310 
1080 
4310 
1020 

Mwfm2 

0.316 
0.789 
1.11 
1.74 
2.37 
2.84 
0.868 
1.58 
3.47 
0.552 
1.18 
0.316 

Gr/Re2 

0.0007 
0.0023 
0.0036 
0.0063 
0.0088 
0.0104 
0.0224 
0.0004 
0.0018 
0.0288 
0.0010 
0.0019 

Gr/Re1'8 

0.009 
0.029 
0.045 
0.075 
0.102 
0.116 
0.236 
0.006 
0.024 
0.358 
0.017 
0.017 

qw D°-2/G°-
ws°'! m °'2 kg 

268 
670 
938 

1470 
2010 
2410 
1280 
670 

1690 
934 
662 
392 
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Fig. 6 The effects of inlet enthalpy on heat transfer in the thermal 
entry region 

effective viscosity formulation. There are a variety of eddy viscosity 
formulations which have been proposed. Until recently almost all 
theories used in numerical calculations were based on the Prandtl 
mixing length theory [18] with an exponential decay near the wall as 
proposed by Van Driest [19]. Patankar and Spalding [9] suggest using 
local values of p, ix, and r rather than wall values to improve accuracy 
in variable property flows. This results in an effective viscosity of the 
form 

Meff = M + P«2y2[l - exp [-yVTp/(nA+)]2\du/dy | (18) 

where K = 0.4 and A+ = 26. All results reported here used this for­
mulation. 

Various refinements have been suggested for use with near-critical 
fluids. Hess and Kunz [10] have proposed altering A+ of equation (18) 
as a function of kinematic viscosity. Their formulation is empirical 
and is applicable only to hydrogen. It was used for the run shown in 
Fig. 5 and gave film coefficients slightly higher than those using 
equation (18). Additional runs would be required over a variety of 
conditions to determine whether the Hess and Kunz approach is in­
deed an improvement. 

Hsu and Smith [21] have proposed an enhancement of the eddy 
viscosity caused by density gradients. The theoretical analysis on 
which their enhancement factor is based is open to some question.6 

Their formulation was tried for water at 31.0 MN/m2 and gave ex­
cellent results for low heat flux cases but badly overpredicted the film 
coefficients at higher heat fluxes. 

There is a variety of closure schemes based on the equation of the 
mean kinetic energy of turbulence of Prandtl [22]. These methods 
involve the simultaneous solution of the momentum and energy 
equations with one or more turbulent energy partial differential 
equations. These have not yet been tried, due primarily to the added 
complexity and increased computation time. The only justification 
which can be offered for the use of the simpler mixing-length based 

3 See discussion at the end of [21]. 

formulation is its apparent success in comparison with experimental 
data. Use of the turbulent-energy methods is planned in future 
studies. 

The major difficulty remaining is the large computation time re­
quired. It ranged from 15 to 70 min of XDS Sigma-7 computer time 
for each case depending on the heat flux level. This would correspond 
to about 1-5 min on a CDC 6600 computer. A complete revision to 
develop a universally stable method is planned. It is hoped that the 
advantages gained from the larger step length will not be significantly 
offset by the increased computation time required to solve the system 
of nonlinear algebraic equations at each step. 

Conclusion 
A two-dimensional numerical method has been developed to predict 

heat transfer to near-critical fluids in turbulent flow through circular 
tubes. The analysis is applicable to the thermal entry region as well 
as fully developed flows. Agreement with experimental data for water 
at 31.0 MN/m2 is quite good. A correlation in the form of the heat flux 
parameter of Goldmann was found to be satisfactory for water at that 
pressure. Results are presented in graphical form which apply to a 
wide range of heat fluxes, mass velocities, and tube diameters. 

Preliminary results in the entrance region show that film coeffi­
cients remain well above the corresponding fully developed values 
for a larger distance downstream than would be the case with a con­
stant property fluid. This effect becomes more pronounced as the heat 
flux is increased. 
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APPENDIX 
The property data in Fig. 1 are for water at a reduced pressure of 

1.40. The thermal conductivity and viscosity decrease monotonically 
with temperature while Cp and Prandtl number exhibit a peak at T 
= TM- At a pressure much closer to critical, the thermal conductivity 
may also exhibit a peak at the critical temperature. Examination of 
data for C02 (23), 0 2 (24), H2 (25), and He (26) indicates that the peak 
in k is much less severe than that in Cp at the critical isobar so that 
the Prandtl number still exhibits a peak. As the pressure increases, 
the peak in k disappears quickly and variations in all properties are 
then similar to those shown in Fig. 1. 
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An Experimental Investigation of 
the Thermally Induced Flow 
Oscillations in Two-Phase 
Systems 
An experimental study on the onset of thermally induced two-phase flow oscillations has 
been carried out in a uniformly heated boiling channel using Freon-113 as the operating 
fluid. The effects of inlet subcooling, system pressure, inlet and exit restrictions, and inlet 
velocity have been studied. The experimental data have been compared with the equilibri­
um as well as the nonequilibrium theory including the effect of subcooled boiling. It has 
been found that the effect of thermal nonequilibrium should be included in a theoretical 
model for accurate prediction of the onset and the frequency of thermally induced flow 
oscillations. A simplified stability criterion has also been presented and compared with 
the experimental data. 

Introduction 
The phenomenon of thermally induced two-phase flow instability 

is of interest for design and operation of many industrial systems and 
equipment such as steam generators, thermosiphon reboilers, and 
other chemical process units. Of all the various types of two-phase flow 
instabilities, an account of which can be found in the paper by Boure, 
Bergles, and Tong [l],2 the low-frequency oscillations, or the so-called 
density wave oscillations, are the most common type encountered in 
practical systems. The time period of these oscillations is typically 
on the order of the time required for a kinematic (continuity) wave 
to travel through the system. Although this particular type of oscil­
latory instability has been studied extensively during the last 15 years, 
yet not all the aspects associated with this instability are fully un­
derstood. One of the reasons is the lack of systematic, well-controlled 
experimental data on the onset and the frequency of this type of os­
cillation at various system conditions, and with various operating 
fluids. 

The main purpose of this paper is to present new experimental data 
on the oscillatory instabilities which were obtained in a uniformly 

1 Present address: Brookhaven National Laboratory, Department of Applied 
Science, Upton, N. Y. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu­
script received by the Heat Transfer Division August 17,1976. Paper No. 75-
WA/HT-6. 

heated boiling channel with Freon-113 as the operating fluid. The 
effects of various system parameters such as inlet subcooling, system 
pressure, inlet and exit restrictions, and inlet velocity are discussed. 
The data are then compared with the equilibrium theory of Ishii and 
Zuber [2, 3], as well as with the nonequilibrium theory of Saha and 
Zuber [4, 5]. Both the theories are valid for all fluids including 
Freon-113 and water at high pressure. According to the equilibrium 
model, no significant vapor generation starts until the liquid bulk 
temperature reaches the saturation value, and beyond that all the heat 
added to the system goes to generate vapor. In reality, however, due 
to a thermal boundary layer near the heated surface, significant vapor 
generation is possible even if the liquid bulk temperature is below 
saturation. This, in effect, increases the length of the region occupied 
by the two-phase mixture, but at the same time reduces the local rate 
of vapor generation because a part of the heat added is utilized to 
increase the bulk temperature of the liquid. In the nonequilibrium 
model, this important aspect of two-phase flow is included and it al­
lows us to determine the significance of thermal nonequilibrium in 
predicting the onset of flow instabilities. Finally, a simplified stability 
criterion which can be used for preliminary estimation of the system 
stability boundary has been proposed. 

Experimental Apparatus 
The Boiling Loop. A schematic of the boiling loop that was used 

for this study is shown in Fig. 1. Freon-113 was chosen as the operating 
fluid because of its low critical pressure (34.1 bar), low boiling point 
(47.5°C at atmospheric pressure), and low latent heat of vaporization 
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Fig. 1 Schematic of the boiling loop 

(14.7 X 104 J/kg at atmospheric pressure). All of these features of 
Freon-113 led to a low capital and operating cost. 

The test section is a 274.3 cm long, vertical round tube made of 304 
stainless steel with outside diameter of 12.7 mm (0.5 in.) and inside 
diameter of 10 mm (0.402 in.). It is heated directly by a dc power 
supply. Because of the constant wall thickness of the tube, the heat 
flux is essentially uniform. 

Except for the test section and a few secondary tubings, all the 
pipings are of standard hard drawn copper tubes of 50 mm (2 in.) and 
38 mm (1% in.) dia. A 50 mm dia bypass, fitted with a globe valve 
(GV2) and an orifice flowmeter, runs parallel to the test section. A 
preheating unit consisting of a heat exchanger heated by steam and 
two 1.5 kW variac-controlled electric immersion heaters regulates the 

liquid temperature at the inlet of the heated test section. There are 
two 12.7 mm (V2 in.) Jamesbury ball valves (VT1 and VT2), one at the 
inlet and the other at the exit of the test section. The purpose of these 
two valves is to put desired amount of throttling at the inlet and the 
exit of the test section. 

A degassing tank equipped with an immersion heater and a cooling 
coil is mounted at the top of the loop for several reasons. First, to 
provide sufficient NPSH for the pump; second, to accommodate 
volume expansion during heat addition; and third, to facilitate de­
gassing of the test fluid after the initial charge. The pressure in the 
tank is kept slightly above the atmosphere. The operating range of 
the loop can be summarized as follows: 

Pressure 
Total flow rate 
Test section flow 

rate 
Inlet subcooling 
Test section power 

up to 16.5 bar (240 psia) 
0-6.31 X 10~3 m3/s (100 gpm) 
0-0.32 X 10"3 m3/s (5 gpm) 

0-110°C 
0-100 kW 

The loop was not provided with a filter-dryer because there was no 
possibility of contaminating the Freon with water. However, it was 
provided with a porous filter for separating the fine solid particles, 
and the Freon in the loop was degassed periodically. 

Loop Instrumentation. Simple instruments have been used to 
measure the flow rate, pressure, temperature, and power to the test 
section. An ITT Barton 12.7 mm (% in.) stainless-steel turbine meter 
is used to measure the inlet flow through the test section. A turbine 
meter was chosen because of its fast response to a slight variation in 
flow. The output signal from the meter is fed into an ITT Barton flow 
indicator as well as into a Hewlett Packard two-channel strip chart 
recorder. The accuracy of the flow measurement is ±1 percent of the 
full-scale flow. 

An Acco Helicoid test gauge of range 0-21.7 bar (300 psig) with an 
accuracy of ±0.25 percent is installed to measure the pressure at the 
inlet of the test section. This pressure is considered the system pres­
sure. The pressure drops across the inlet section (between points A 
and B in Fig. 1) and the exit section (between points C and D in Fig. 
1) of the test section assembly are measured with two ITT Barton 
differential pressure indicators, each having a differential pressure 
range of 0-1.7 bar (25 psi). A Statham differential strain-gage type 
pressure transducer is used to measure the pressure drop across the 
entire test section assembly (i.e., points A and D in Fig. 1) or any other 
desired length. The output from this transducer is fed into the same 
Hewlett-Packard strip chart recorder where the pressure drop across 

-Nomenclature. 
Ac = cross-sectional area of the channel, 

m2 

Co = void distribution parameter, (aj)l 

cp = specific heat at constant pressure, 31 
k g - ° C 

D/, = hydraulic diameter, m 
Dh* = nondimensional hydraulic diameter, 

Dh/e 
f = frequency of oscillation, cycle/s 
ff = single-phase liquid friction factor 
/„, = two-phase mixture friction factor 
i = specific enthalpy, J/kg 
j = volumetric flux density, m/s 
K = thermal conductivity, W/m—°C 
hi, ke = inlet and exit orifice coefficient, 

AP/pi>2 

t = length of the heated channel, m 
Npch.eq = equilibrium phase change number, 

7Vsub = subcooling number (Ap/pg)(Aj'sub 

IMfg) 
P., = system pressure, bar (1 bar = 105 

N/m2) 
Pe = Peclet number (pfVfiDhCpj)/Kf 
Q = net heat added to the channel, W 
qw" = wall heat flux, W/m2 

Re/S = flow Reynolds number, pfVfiDh/pf 

v = velocity, m/s 
Vft = velocity at the inlet of the channel, 

m/s 
Vgj = vapor drift velocity, vg - j , m/s 
xeim = exit equilibrium quality 
z = axial coordinate, m 
ct = vapor void fraction 
Tg = mass rate of vapor generation per unit 

volume, kg/m3-s 
X = distance of the boiling boundary from the 

inlet, m 
H = dynamic viscosity, kg/m-s 
£h = heated perimeter, m 
p = density, kg/m3 

hp = density difference between the phases, 
Pf ~ Pg, kg/m3 

Ai/g = latent heat of vaporization, J/kg 
Ajsuti = inlet subcooling (j/,sat ~" h), J/kg 
Ai\ = subcooling at the point of net vapor 

generation (i/iSat - J \ ) , J/kg 
AP = pressure drop, bar 
S2eq = equilibrium frequency of phase change, 

Tg^Ap/ipgpf), rad/s 

Subscripts 

e = exit of the channel 
eq = thermal equilibrium assumption 
ex = external (supply) to the system 
/ = liquid phase 
g = vapor phase 
i = inlet of the channel 
X = point ofnet vapor generation 

Special Notation 

() = area averaged 
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the chosen length can be recorded simultaneously with the test section 
inlet flow rate. 

Copper-constantan immersion thermocouples are used to measure 
fluid temperature at the inlet and the exit of the heated test section. 
A number of copper-constantan thermocouples are attached to the 
outside surface of the test section. Sauereisen Insa-Lute cement was 
used to hold the thermocouple beads on the tube wall, and complete 
electrical insulation between a bead and the electrically heated test 
section was checked. A maximum allowable wall temperature of 400° C 
was set to protect the test section in the event of severe dryout. It 
should be noted, however, that the maximum Freon temperature 
during this study was only 155°C. Therefore, the problem of decom­
position of Freon was not critical. 

Power to the test section is measured with a voltmeter of range 
0-100 V and an ammeter of range 0-1500 amps. A digital voltmeter 
is also used for a more accurate reading. From a number of steady-
state single-phase tests, the maximum uncertainty in power mea­
surement was found to be ±4 percent of the measured power. 

Experimental Procedure and Results 
The experiment was conducted in such a way that the data on the 

onset of flow instability could be easily plotted on the subcooling 
number versus the equilibrium phase change number plane intro­
duced by Ishii and Zuber [2, 3]. For one set of data, i.e., one stability 
map, the system pressure, the positions of the inlet and the exit 
throttling valves (VT1 and VT2), and the inlet velocity through the 
test section (i.e., the flow Reynolds number) were kept constant. The 
positions of the throttling valves specify a particular system geometry. 
In theoretical analysis, all the equipment at the inlet of the test section 
(point A to B in Fig. 1) is lumped together and considered as an inlet 
orifice. Similarly, the exit valve VT2 is considered as an exit orifice. 
Due to the presence of complicated components like the immersion 
heater, flexible joint, turbine flowmeter, etc., it was impossible to 
calculate the values of inlet and exit orifice coefficients theoretically. 
These values were, therefore, determined experimentally. After the 
valves VT1 and VT2 were set at desired positions, the flow and the 
pressure drop excluding gravity were measured without heat addition 
to the test section. The values of the orifice coefficients, ki and ke, were 
then determined from 

APi = kipfVf2 

ALL CHART SPEEDS: 0.5 cm/sec 

4.425 kW 

: VVVW\AAAA 

—*~| [-*— 1 SEC I 
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Fig. 2 A typical inlet tlow trace with increasing power input (A/SUb = 2.44 
X 104 J/kg, set No. IV) 

and 

APe ePfvr 

(1) 

(2) 

Once the system pressure, the inlet and the exit restrictions, and 
the inlet velocity were set, an inlet subcooling was established by 
adjusting the preheating system. The test section power was then 
increased in small steps until sustained flow oscillations were ob­
served. Sufficient time was allowed between two successive power 
steps so that the true nature of the system (steady-state or oscillatory) 
could be understood. At the advent of two-phase mixture in the test 
section, the flow through the test section might change due to different 
pressure drop characteristics of two-phase flow. In that case, a slight 
adjustment of the bypass valve (GV2) was necessary to maintain the 
chosen flow through the test section. However, because of the high 
bypass to test section flow ratio (15-20), the boundary condition of 
constant pressure drop, which results from the steady-state flow rate, 
across the test section at the onset of flow instability was still main­
tained. This was the same as having a flat pump characteristic, i.e., 

dAPei 
•0 (3) 

A typical trace of the test section inlet flow with increasing power 
is shown in Fig. 2. It shows that the average fluctuation of the flow 
increases with increasing test section power. The power at the onset 
of flow oscillation is the power where the amplitude of flow fluctuation 
starts to increase rapidly (see Fig. 3). The heat loss to the surroundings 
is then subtracted from the test section power to obtain the actual 
power to the fluid at the onset of flow oscillation. The frequency of 
oscillation is determined from the flow trace. 

To complete one set of experiments, data points (i.e., actual powers 
at the onset of flow oscillations) at various inlet subcoolings were 
taken. Seven such sets of experiments were conducted to study the 
effects of system pressure, inlet and exit restrictions, and the inlet 
velocity. A summary of these tests is presented in Table 1. The details 
can be found in [4]. 

General Observation 
Unlike some other studies [6,7], only one mode of sustained well-

defined oscillations of significant amplitude could be detected in the 
present program. Attempts were made to increase the test section 
power well beyond the first mode of oscillation; but vigorous oscilla­
tion and, in some cases, excessively high wall temperature endangered 
the entire system and thus put a limit on the input power. 

For any particular set, as the inlet subcooling was increased, the 
power corresponding to the onset of instability dropped until a certain 
subcooling, and started to increase thereafter. However, the time 
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Table 1 The Experimental Results 
Set 
No. 

I 
II 

III 
IV 
V 

VI 
VII 

Pressure 
(bar) 
12 .1 
13.8 
10.3 
12.1 
12.1 
12.1 
12 .1 

kt 

2.85 
2.85 
2.85 
6.55 
6.55 
6.55 
2-.85 

2.03 
2.03 
2.03 
2.03 
2.03 
2.03 

10.66 

vfi 

(m/s) 
0.98 
0.94 
1.02 
0.98 
0.72 
1.49 
0.98 

Refs X 10~" 
5.9 
5.9 
5.9 
5.9 
4.3 
8.9 
5.9 

A'sub 
(10" J /kg) 
1 .14 -5 .42 
1 .81 -6 .44 
0 . 7 2 - 4 . 3 5 
1 .37 -5 .12 
1 .23 -5 .28 
1 . 4 4 - 5 . 2 1 
0 . 9 3 - 4 . 5 8 

(kW) 
4.3-9.0 
4.3-10.3 
4.6-7.6 
6.1-8.8 
3.7-7.8 
9.3-15.2 
4.2-7.6 

f 
(cycle/s) 

0 . 8 3 3 - 0 . 3 3 3 
0 . 4 4 8 - 0 . 3 2 4 
0 . 9 1 2 - 0 . 3 4 4 
0 . 7 8 8 - 0 . 3 4 2 
0 . 5 4 0 - 0 . 3 3 0 
0 . 8 6 8 - 0 . 4 1 2 
0 . 6 4 6 - 0 . 2 8 8 

period of oscillation (inverse of the frequency of oscillation), which 
was indeed on the order of the transit time of the kinematic wave (i.e., 
on the order of t/up), increased monotonically with increasing inlet 
subcooling. These trends of input power and time period of oscillation 
are completely in agreement with the theories discussed later in this 
paper. 

Significant time lag between the system (point A to D) pressure 
drop (cause) and the inlet flow (effect) was observed during the un­
stable operation. A typical trace is shown in Fig. 4, where the phase 
shift is in between 90 and 180 deg. From other traces, it was found that 
the inlet subcooling had no appreciable effect on the phase shift. 
However, it should be kept in mind that the pressure fluctuation 
during the stable operation and at the onset of instability was negli­
gibly small. 

Two thermocouples mounted near the exit end of the test section 
were monitored during the flow oscillations. No appreciable fluctu­
ation of wall temperature could be observed at either of the two 
locations. This suggests that a flow oscillation does not necessarily 
trigger a large amplitude wall temperature oscillation in the two-phase 
region. 

Comparison of Data With Theories 
The major difference between the thermal equilibrium theory of 

Ishii and Zuber [2, 3] and the thermal nonequilibrium theory of Saha 
and Zuber [4, 5] is in the location of the boiling boundary (the 
boundary between the single-phase liquid region and the two-phase 
mixture region) and the rate of vapor generation in the mixture region. 
According to the equilibrium model, the distance of the boiling 
boundary from the inlet of the heated channel is given by 

^eo — 
PfUfiAcAisuh 

<lw"£h 

and, the mass rate of vapor generation per unit volume is 

qw"kh 

AcAifg 

CHART SPEED: 2.5 cm/sec, A i s u b - 1.44 x 104J/kg 

(4) 

(5) 

hi 
PRESSURE DROP 

Fig. 4 Trace of inlet flow and system pressure drop (run No. OT 34, set 
No. VI) 

According to the nonequilibrium model, the boiling boundary is 
the point where significant vapor generation starts and its distance 
from the inlet can be given by [8] 
For 

Aj8ub > At'x, X = 
P[V[iAc(Mauh - At\) 

(6) 

where 

and 

For 

Aix = 0 . 0 0 2 2 ^ — ^ i f P e < 70,000 (7) 
Kf 

Aj\ = 154 - i f P e > 70,000 
PfVfi 

(8) 

Ai a u b <Aj x , X = 0 (9) 
The mass rate of vapor generation per unit volume, in the nonequi­
librium theory, is taken as 

1 — exp • — 1 1 (10) 

Both the theories are, however, similar in their formulation, and 
assume a constant two-phase friction factor and a constant vapor drift 
velocity. They also neglect the effect of heat storage in the tube wall. 
The details of the theoretical analyses can be found in [2-5]. 

The data on the onset of instability for set I—III, i.e., data for various 
pressures, but the same inlet and exit restrictions and Reynolds 
number, are compared with the equilibrium and the nonequilibrium 
theories in Fig. 5. The simplified stability criterion of Ishii [2]:* 

fm 

JV, pch.eq -N, sub -*-e,eq 

2 \ki + • 
Ap L 2Dh* 

+ k. 

" 1 + l\J^+2ke 
2 l2Dh* J 

(11) 

which is based on thermal equilibrium model and is applicable for high 
subcooling number (Nsub > ir) is also shown. The subcooling number, 
(Ap/pg) (Aisub/Ai/g), scales the inlet subcooling and is the dimen-
sionless residence time of a fluid particle in the single-phase liquid 
region under the thermal equilibrium assumption. The inverse of the 
characteristic frequency of phase change under the thermal equilib­
rium assumption, fleq (= TgieqAp/pfpg), is used as the scaling parameter 
for time. The equilibrium phase change number, Qeqi/vfi, scales the 
rate of phase change due to heat addition and is similar to the Dam-
koeler group I in chemical kinetics. 

In the theoretical analyses, the effect of pressure is absorbed by the 
nondimensional parameters, namely the subcooling number and the 
equilibrium phase change number. From Fig. 5 it appears that the 
data are indeed scattered around one single stability boundary. 
However, it should be noted that the exit quality corresponding to 
a particular value of equilibrium phase change number increases with 
increasing pressure. Both the theories and the data show same general 
trend. However, at low subcooling region, the nonequilibrium theory 
predicts results which are in close agreement with the experimental 
stability boundary. In this region where Aisub < Ai\, there is no sin­
gle-phase liquid region, i.e., there is no time delay in the single phase 
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region and no fluctuation of boiling boundary. This results in a more 
stable system as predicted by the nonequilibrium theory. As the 
subcooling number is increased beyond a critical value, the single-
phase liquid region appears and the system becomes less stable. It can 
be seen from Fig. 5 that in this region the nonequilibrium theory 
predicts a less stable system than the equilibrium theory and is con­
servative with respect to the data on the onset of instability. However, 
the importance of the nonequilibrium model becomes visible from 
Fig 6, where the data on the frequency of oscillation, / , are compared 
with the theoretical predictions. 

The effects of inlet and exit restrictions are shown in Fig. 7 and Fig. 
8, respectively. As the inlet throttling is increased, the data as well as 
the theories indicate a more stable system because a larger fraction 
of the system pressure drop is now in phase with the inlet velocity. The 
converse should be true for exit restriction. However, from the data 

shown in Fig. 8, it appears that the system becomes less stable with 
the increasing exit restriction only at low subcooling number. 

The effect of inlet velocity is shown in Fig. 9. Although the data 
show a significant dependence on inlet velocity, the theories, at 
present, cannot predict such dependence. Further studies, possibly 
with variable two-phase friction factor and variable vapor drift ve­
locity, are required to ascertain the observed effect of inlet velocity 
on the system stability. 

One common feature can be observed from all seven sets of data 
presented here. As the subcooling number is increased beyond a 
critical value, the experimental stability boundary bends toward the 
right-hand side from a constant equilibrium exit quality line. This 
is in contrast with the theoretical predictions which remain almost 
parallel to a constant equilibrium exit quality line. In the theories, 
the value of the void distribution parameter, Co [9], defined as 
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(aj)/((«) 0')), is taken as one and the vapor drift velocity for the 
bubbly churn turbulent flow is used irrespective of the flow regime. 
In actual system, however, the value of the distribution parameter 
is usually greater than one [8,9], and in annular flow regime the rel­
ative velocity between the phases can be much higher than what is 
accounted for in the theories. These aspects of the actual system lead 
to a lower void fraction, i.e., a higher mixture density, which has a 
stabilizing effect. This provides a possible explanation for the dis­
crepancy in the trends of the data and the theories at high subcooling 
number. 

for preliminary estimation of the stability boundary. However, a 
simplified criterion applicable to the low subcooling number is still 
required. It has been shown that the nonequilibrium theory predicts 
the data at low subcooling number much better than the equilibrium 
theory, and from equation (9), the vapor generation starts from the 
inlet of heated channel until the subcooling number exceeds a critical 
value of (&p/pg)(Ai\/Aifg). Applying the criteria for the point of net 
vapor generation (equations (7) and (8)), one can express this critical 
number by 

(Wsub)cr = 0.0022 Pe — - iVpch,eq if Pe < 70,000 (12) 

and 

Simpl i f ied S tab i l i t y Cr i t er ion 
From the previous section, it is apparent that at high subcooling 

number, the simplified criterion of Ishii (equation (11)) can be used 

( iV S ub)cr=154-^ 154 —JVpch eq if Pe > 70,000 (13) 
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It is found that once the stability criterion corresponding to the zero 
subcooling, i.e., (iVpch,eq)o, is determined from the equilibrium or the 
nonequilibrium theory, a simple stability boundary can be constructed 
(see Fig. 10). It consists of three parts: 

1 A constant equilibrium phase change number Wpch,eq)o for iVsub 
< (iV8Ub)cr,o, i.e., the part AB. 

2 A constant subcooling number (iVsub)cr,o, i.e., the part BC. 
3 A constant equilibrium exit quality line, equation (11), for NBUi, 

> (Nsvb)cr,o, i.e., the part CD. 
An alternative, and a more conservative, stability boundary for Wsub 
< (^sub)cr.o could be the straight line AC, as shown in Fig. 10. 

S u m m a r y and Conc lus ions 
New experimental data on the onset of so-called density wave os­

cillations and their frequency of oscillations have been presented. 
Significant time lag between the system pressure drop and the inlet 
flow was observed during the unstable operation. 

When compared with the thermal equilibrium and the thermal 
nonequilibrium theories, the data on the onset of instability at low 
subcooling number and the data on the frequency of oscillation show 
better agreement with the nonequilibrium theory. This success of the 
nonequilibrium theory is primarily due to a more realistic description 
of the boiling boundary. The discrepancy between the trend of the 
theories (equilibrium as well as nonequilibrium) and the data on the 
onset of instability at high subcooling number is believed to be due 
to a higher value of the void distriBution parameter, Co, and a higher 
relative velocity in the actual system. Further work is needed in this 
area. 

The effects of system pressure and inlet and exit restrictions are 
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well predicted by the theories. However, further studies are necessary 
to ascertain the observed effect of the inlet velocity. 

A simplified stability criterion for low subcooling number has been 
proposed which can be used for a preliminary estimation of the system 
stability boundary along with the simplified criterion of Ishii (equa­
tion (11)) for high subcooling number. 
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A Comprehensive Model for 
Nucleate Pool Boiling Heat 
Transfer Including Microlayer 
Evaporation 
The results of an experimental investigation are presented in which dichloromethane 
(methylene chloride) boiling on a glass surface was studied using laser interferometry and 
high-speed photography. New data for active site density, frequency of bubble emission, 
and bubble departure radius were obtained in conjunction with measurements of the vol­
ume of microlayer evaporated from the film underlying the base of each bubble for various 
combinations of heat flux and subcooling. These results were used to support a model for 
predicting boiling heat flux incorporating microlayer evaporation, natural convection, 
and nucleate boiling mechanisms. Microlayer evaporation heat transfer is shown to repre­
sent a significant proportion of the total heat transfer for the range of heat flux and sub-
cooling investigated. 

Introduction 

In recent years, considerable effort has been devoted to evaluation 
of the microlayer evaporation phenomenon in which energy is 
transferred from a nucleate boiling heat-transfer surface by evapo­
ration of a thin layer of liquid at the base of each of the bubbles formed 
on the surface. Moore and Mesler [l]1 originally deduced the existence 
of the microlayer from observations of rapid fluctuations in the 
temperature of a surface on which bubbles were being generated; they 
postulated that the temperature fluctuations were indicative of rapid 
variations in surface heat flux in response to the evaporation of a thin 
film of liquid at the base of each bubble. This explanation of the 
temperature fluctuations was indirectly supported by the work of 
Rogers and Mesler [2] and Hendricks and Sharp [3], who determined 
experimentally that decreasing surface temperature was associated 
with the interval during which a bubble was present, whereas in­
creasing surface temperature was associated with the interval during 
which the nucleation site was unoccupied. Further indirect evidence 
of the existence of the microlayer was provided by Cooper and Lloyd 
[4,5], who measured the variation of surface temperature with time 
at a number of locations beneath an arbitrarily initiated bubble, 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
June 23,1976. 

computed the spatial distribution of surface heat flux, and deduced 
the thickness of the microlayer that must have evaporated by an 
analysis of the enthalpy extracted from the heat-transfer surface over 
the lifetime of the bubble. 

The first direct evidence of the existence of the microlayer was 
provided by Sharp [6], who used interferometry to observe the for­
mation, evaporation, and dryout of a thin film of liquid underlying 
vapor bubbles generated on a boiling heat-transfer surface. Hospeti 
and Mesler [7] substantiated this observation by reporting on the 
deposition of material suspended in a boiling solution in the vicinity 
of the nucleation site, presumably as a result of evaporation and 
dryout of a liquid film. Jawurek [8] performed an interferometric 
study somewhat similar to that of Sharp in which interferometry and 
high-speed photography were combined to determine instantaneous 
microlayer thickness as a function of radius and time. 

A number of investigators contributed to the evaluation of the 
microlayer evaporation phenomenon by demonstrating the necessity 
of including microlayer evaporation in the analysis of bubble growth. 
Cooper [9] was the first to present a theory for predicting the rate of 
growth of a bubble in saturated boiling conditions that incorporated 
the microlayer evaporation phenomenon; the predictions of the 
analysis agreed reasonably well with the results of experiments for 
various fluids under conditions for which the assumptions were ap­
proximately valid. In addition, the theory permitted determination 
of the conditions under which microlayer evaporation might be ex­
pected to have a significant effect on bubble growth. Van Ouwerkerk 
[10] reformulated the problem, eliminating some of the approxima-
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tions contained in the previous analysis, and showed that Cooper's 
relationship for bubble growth rate was inexact except in extreme 
cases. Subsequently Cooper and Merry [11] presented a general ex­
pression for the rate of evaporation of a liquid layer on a solid body, 
free of the simplifying assumptions associated with the previous 
analyses, and applied this theory to the analysis of bubble growth rate. 
In comparing the results of the analyses above with experimental 
results, microlayer evaporation considerations were essential under 
certain conditions, thereby attesting to the existence of the microlayer 
evaporation phenomenon. 

However, none of the references cited previously addresses the 
significance of microlayer evaporation heat transfer to the total boiling 
heat-transfer process, and therefore the contribution of Graham and 
Hendricks [12] is particularly noteworthy in this regard. The boiling 
heat-transfer model which these authors proposed and verified with 
the data available when the model was formulated combined time and 
surface-averaged values of a transient thermal conduction mechanism 
involving the thermal layer that formed at the nucleation sites be­
tween periods of bubble nucleation, a turbulent natural convection 
mechanism taking place in the regions uninvolved in bubble nuclea­
tion, and a microlayer evaporation mechanism occurring at the nu­
cleation sites while bubbles were present. Experimental verification 
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of the Graham and Hendricks model showed how combination of the 
three mechanisms mentioned above could adequately predict the 
surface-averaged boiling heat flux. The purpose of this paper is to 
further investigate the mechanisms of boiling heat transfer and to 
evaluate the significance of microlayer evaporation heat transfer to 
the total boiling heat-transfer process at various levels of heat flux 
and subcooling. 

Experimental Investigation 
In similarity to the investigation reported in Voutsinos' recently 

completed thesis [13], dichloromethane (methylene chloride) was 
boiled on a borosilicate glass heater surface coated with a half-
wavelength thickness of stannic oxide which conducted electric cur­
rent and generated heat, causing the liquid to boil. The glass heater 
surface, the test vessel, and the associated equipment are depicted 
in Fig. 1. A schematic representation of the laser interferometer and 
high-speed camera used to record the instantaneous variation of the 
liquid film underlying the bubbles forming on the transparent heater 
surface is presented in Fig. 2. The procedure used was identical to that 
described by Voutsinos and Judd [14]; boiling taking place at ran­
domly located naturally occurring nucleation sites in the stannic oxide 
coating was observed in a region near the center of the glass heater 
surface. Each experiment comprised a number of tests at different 
levels of heat flux under saturated and subcooled boiling conditions. 
During each test, the pressure in the test vessel was maintained con­
stant at approximately one-half atm in order to decrease the number 
of active nucleation sites and to increase the size of the vapor bubbles. 
Surface and liquid temperature measurements made with thermo­
couples attached to the underside of the glass heater surface and lo­
cated approximately 25 mm above the glass heater surface were ob­
tained after test conditions had been established and maintained 

.Nomenclature^ 

AT = heater surface area 
ANC/AT = area fraction devoted to natural 

convection 
C] = liquid specific heat 
/ = frequency of bubble emission 
g = gravitational constant 
hfs = latent heat 
k[ = liquid thermal conductivity 
K = constant 
N/Af = active site density 

(q/A) = heat flux existing within area of in­
fluence 

QM/AT = measured heat flux 
QNB/AT = nucleate boiling component of 

predicted heat flux 
QNC/AT = natural convection component of 

predicted heat flux 
QME/AT = microlayer evaporation compo­

nent of predicted heat flux 
qp/Ar = predicted heat flux 
r = radius 
t = time 

(TW — TJ) = temperature difference 
(Tw - Tsat) = superheat 
(Taat ~ T„) = subcooling 
VME ~ volume of microlayer evaporated 
(j = volumetric coefficient of expansion 
&o(r) — initial microlayer thickness 
b(r, t) = instantaneous microlayer thick­

ness 
Hi = liquid viscosity 
pi = liquid density 
r = departure time 
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constant for approximately 5 min, after which a length of Kodax 2X 
film was exposed at a normal 4000 frames/s framing rate. 

Data Analysis 
A complete set of temperature measurements and high-speed 

motion-picture film was obtained for dichloromethane boiling at a 
pressure of one-half atm (T s a t = 21.1°C) for three different levels of 
heat flux at each of three levels of subcooling. The thermometric data 
obtained are presented in Fig. 3, in which the measured heat flux 
QM/AT has been plotted as a function of the temperature difference 
(Tm — Tv>). Although this is not the customary manner in which to 
present boiling data, this procedure has the advantage of clearly de­
lineating the subcooling effect, inasmuch as each curve which diverges 
from the straight line corresponding to qNc/Ar = 184 (Tw — T«,)4/3 

represents a different level of subcooling, as indicated. Despite the 
marked increase of temperature difference with increasing subcooling, 
the heater surface superheat remained essentially invariant within 
the range of test conditions investigated; the increase in (Tw — T„) 
was precisely accounted for by the increase in (Tsat — T„), implying 
that {Tm — Tsat) remained constant. However, this interrelationship 
between (T sa t — T„) and (Tw — Tsat) is only valid for relatively small 
values of subcooling, inasmuch as Judd and Merte [15] and Wiebe and 
Judd [16], among others, have shown that superheat generally de­
creases with increasing subcooling at constant heat flux once sub­
cooling becomes sufficiently great. At low enough values of heat flux, 
superheat can even become negative, in which case nucleate boiling 
ceases entirely and the total heat load is carried by natural convection 
alone. 

The films obtained were sufficiently detailed to permit simulta­
neous measurement of active site density, frequency of bubble 
emission, and bubble departure radius, as well as the time-dependent 
variation of the thickness of the microlayer and the area of the dry 
spot underlying the bubble. Fig. 4 depicts the variation of active site 

density N/AT as a function of the measured heat flux qui AT- Inas­
much as site activation is primarily governed by superheat, in accor­
dance with the findings of Griffith and Wallis [17] and Shoukri and 
Judd [18], it is not surprising that active site density appears to be 
independent of subcooling in the present investigation, considering 
of the lack of dependence between superheat and subcooling discussed ' 
above. However, by studying Fig. 3 it can be deduced that superheat 
increases slightly with increasing heat flux, sufficient to account for 
the significant increase in active site density with increasing heat flux 
seen in Fig. 4. 

Fig. 5 presents the variation in bubble emission frequency/, while 
Fig. 6 depicts the variation in bubble flux density (N/Ar)f obtained 
by multiplying active site density and frequency of bubble emission 
as a function of measured heat flux qui AT and subcooling (TS!il — • 
T„o). The same subcooling effect observed in Fig. 5 is observed in Fig. 
6 as well. It is reasonable to assume that this effect will reverse as 
subcooling increases beyond the range of subcooling investigated in 
this investigation, since the formation of vapor bubbles will cease at 
sufficiently great levels of subcooling, as discussed above, in which 
case bubble flux density must tend toward zero. The bubble departure 
radius flj, the maximum radius attained by the bubble before lifting 
off the surface, has been plotted against measured heat flux qui AT 
in Fig. 7. At each level of subcooling (T s a t - T„) investigated, bubble 
departure radius decreases with increasing heat flux as the active 
nucleation sites per unit area become more numerous. 

The average volume of microlayer evaporated VME is presented in 
Fig. 8 as a function of the measured heat flux QM/AT- The techniques 
outlined by Voutsinos and Judd [14]f in which instantaneous micro-
layer profiles d(r, t) were plotted for each bubble examined permitting 
the initial microlayer thickness profile 5o(r) to be located, were used 
in this investigation as well. The volume of microlayer evaporated for 
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each bubble examined was determined by integration according to 
the relationship 

VME = 2*" f^tfoir) - &(r, r)]r dr (w?) (1) 

where b(r, T) represents the instantaneous microlayer profile at the 
instant of departure t = T. The average volume of microlayer evapo­
rated VME was obtained by averaging the results for a number of 
bubbles selected from each of the active sites on the boiling surface 
within the field of view of the high-speed camera. Because there was 
considerable variability among the bubbles examined insofar as the 
size of the bubble and the volume of the microlayer evaporated were 
concerned, sufficient independent estimates of the volume of the 
microlayer evaporated had to be included in the average to produce 
a value that was representative of the bubbles forming within the field 
of view of the high-speed camera; it is thought that the value obtained 
is representative of the entire surface as well. 

The rate of heat transfer by microlayer evaporation QME/AT ob­
tained by multiplying the average energy transferred per bubble due 
to microlayer evaporation pihfgVME by the bubble flux density 
(N/AT)f 

qME/AT = pihfe(N/AT) f VME 

= 4.35 X 1 0 8 ( J V / A T ) / V M E (W/m2) (2) 

has been plotted in Fig. 9 as a function of the measured heat flux 
QM/AT- The single test result reported previously [14] can be seen to 
be in excellent agreement with the results of the present investigation. 
The results presented in Voutsinos' thesis [13], which are not thought 
to be as reliable as the results of the present investigation, are seen 
to be in good agreement as well. Furthermore, a very curious obser-
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(microlayer evaporation, natural convection, and nucleate boiling) 
similar to that proposed by Graham and Hendricks [12] will be de­
veloped in the next section in an attempt to demonstrate the self-
consistency of the measurements presented above. 

Boiling Heat-Transfer Model 
Consider a predicted heat flux qp/Ar to be comprised of three 

components: a microlayer evaporation component QMEIAT, a natural 
convection component QNC/AT, and a nucleate boiling component 
QNB/AT- The components are envisaged as acting independently 
within specific regions of influence, as depicted schematically in Fig. 
10, which portrays a section of heat-transfer surface. By virtue of the 
action of vortex rings formed in the wake of departing bubbles, nu­
cleate boiling is assumed responsible for the transport of energy from 
the heat-transfer surface to the surrounding liquid by displacement 
of a portion of the superheated layer contained within an area of in­
fluence surrounding the nucleation site that formed after the depar­
ture of the preceding bubble. Further, during the formation and 
growth of the bubbles a microlayer is assumed to have formed, thus 
permitting additional energy transfer from the heat-transfer surface 
by microlayer evaporation. Although these mechanisms occur within 
the same region of influence, the heat transfer associated with the 
displacement of the superheated layer occurs in the interval after the 
bubble has departed from the heat-transfer surface, whereas the heat 
transfer associated with microlayer evaporation occurs in the interval 
during which the bubble is growing at the nucleation site. In this way 
the two mechanisms complement each other. Natural convection is 
assumed to occur in those regions uninvolved in the formation and 
growth of bubbles. 

10" 

vation is seen in connection with the correlation of the results, inas­
much as subcooling appears to have no influence on the rate of heat 
transfer by microlayer evaporation. The decrease in the average vol­
ume of microlayer evaporated resulting from increasing subcooling 
appears to have been exactly compensated by the increase in fre­
quency of bubble emission, so that the average volume of microlayer 
evaporated per site per unit time obtained by multiplying the average 
volume of microlayer evaporated by the frequency of bubble emission 
appears to be independent of subcooling. Since active site density is 
independent of subcooling as well, the rate of heat transfer by mi­
crolayer evaporation computed by the equation above also appears 
to be independent of subcooling. As already pointed out in connection 
with the discussion of bubble flux density, the behavior observed must 
be considered to be restricted to the range of subcooling investigated; 
ultimately bubble flux density will decrease with increasing sub­
cooling, and since the average volume of microlayer evaporated 
monotonically decreases with increasing subcooling, the rate of heat 
transfer by microlayer evaporation must decrease with increasing 
subcooling as well. 

The reason for the observations reported above, particularly the 
apparent insensitivity of the rate of heat transfer by microlayer 
evaporation to changing levels of subcooling, is not obvious.. It may 
be of some significance that in this particular investigation superheat 
was also independent of subcooling. However, it is most likely that 
the behavior observed was governed by the interaction of the various 
mechanisms of heat transfer adjusting to carry the total heat load in 
response to changes in heat flux and subcooling, in which case the 
observed effect of subcooling on the rate of heat transfer by microlayer 
evaporation has no particular significance. This point requires further 
study and may form the subject of a subsequent paper. A theoretical 
model incorporating three interrelated mechanisms of heat transfer 
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The microlayer evaporation component qME/Ar will be computed 
by equation (2), as represented in Fig. 9. The natural convection 
component qNc/Ar will be predicted by a relationship in which heat 
transfer by natural convection (QNC/ANC) is multiplied by a ratio 
representing the portion of the surface not involved in nucleate boiling 
and microlayer evaporation [1 — KirRb

2(N/Ar)] 

qNc/Ar = (qNc/ANC) (ANCIAT) 

= 0.18 fc, [ (iffl (if) ] m (Tw - r . ) « « (ANC/AT) 

= m(Tw-T„)^[l-KirRbHN/AT)] (W/m2) (3) 

Using a Mikic and Rohsenow [19] formulation in which the nucleate 
boiling heat transfer is obtained by multiplying the average heat flux 
resulting from the extraction of energy from the heat-transfer surface 
to form the superheated layer (q/A) by a ratio representing the portion 
of the surface involved in nucleate boiling and microlayer evaporation 
[K-KR^(NIAT)\ 

qNB/AT = KirRb*(N/AT) (q/A) = 2 V 7 V^CfaKRt* Vf(N/AT) 

X(TW-Ta) = 1543 KRb
2 Vf(N/AT) (Tw-T„) (W/m2) (4) 

In each of the equations above, K is a parameter greater than unity 
relating the area of influence around a nucleation site from which 
energy is transported by nucleate boiling to the projected bubble area 
at departure. 

Summing equations (2), (3), and (4) yields the relationship 

qplAT = 4.35 X 108 (N/AT) f VME 

+ 184(TW - T„) 4 / 3 [1 - KwRb
2(N/AT)] 

+1543 KRb
2Vf(N/AT)(Tw-T«,) (W/m2) (5) 

in which K is the only unknown, since all of the other parameters have 
been obtained by experimental measurements. 

Verification of equation (5) using the measurements reported in 
the previous section is presented in Fig. 11. Each component of the 
equation (microlayer evaporation, natural convection, and nucleate 
boiling) is identified separately. Note that at each level of subcooling 
C^sat — TJ) the sum of the three components representing the pre­
dicted heat flux qp/Ar closely approaches the measured heat flux 
qhi/Ar, with a discrepancy of the order of ± 10 percent. Han and 
Griffith [20] deduced from experimental observations that a sphere 
departing from the bottom of a tank of water induced flow toward the 
vortex ring forming in the wake of the sphere within a circle twice the 
diameter of the sphere. Should this observation be applicable to 
bubbles departing from a heat-transfer surface, it is implied that the 
area of influence is four times the projected area of the bubble at de­
parture. Substitution of if = 4 into equation (5) would have caused 
the predicted heat flux to exceed the measured heat flux by a con-
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Fig. 11 Verification of boiling heat-transfer model 

siderable margin; K = 1.8 resulted in the best fit when all of the data 
were considered. It is not unreasonable to imagine that while a de­
parting bubble might influence flow over a considerable area, only 
that portion of the thermal layer contained within the area of influ­
ence would be transported into the surrounding fluid, as the results 
of the present investigation seem to indicate. 

Conc lus ions 

The results of the present investigation comprise a comprehensive 
set of measurements which substantiates a model for predicting 
boiling heat flux incorporating microlayer evaporation, natural con­
vection, and nucleate boiling mechanisms. Microlayer evaporation 
heat transfer is a prominent feature of this model, accounting for 
one-third of the total heat transfer at the greatest level of heat flux 
investigated, although it would seem to be independent of subcooling. 
The relative proportions of natural convection and nucleate boiling 
vary, but the sum of the three components closely approximates the 
total heat transfer for each combination of heat flux and subcool­
ing. 
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An Investigation of Heat Transport 
In Oscillatory Turbulent Subcooled 
Flow 
An experiment has been conducted to investigate transient radial heat transport effects 
created by oscillatory flow in uniformly heated tubes. Departures from one-dimensional, 
quasi-steady-state behavior have been quantified in the frequency range of density-wave 
oscillations. The data show a substantial radial dependence of both the amplitude and 
the phase of the liquid temperature perturbations even at frequencies as low as 0.1 Hz. 
The orderly axial enthalpy perturbation propagation breaks down at frequencies above 
0.5 Hz. These effects must be taken into consideration in predicting the behavior of the 
point of net vapor generation in a boiling channel under oscillatory flow conditions. 

Introduction 

The motivation for the present work [ l]1 was derived from the 
conclusions of a previous analytical and experimental investigation 

, [2] of density-wave oscillations, a class of thermo-hydrodynamic in­
stabilities encountered in boiling channels. The predictions of the 
threshold of stability by the analytical model proposed in [2] agreed 
qualitatively but not quantitatively with the experimental data. Lack 
of quantitative agreement was partly attributed to the radial heat 
conduction and diffusion effects in the single-phase region of the flow 
channel affecting the axial propagation of enthalpy perturbations, 
and to the effects of thermal nonequilibrium, i.e., subcooled boil­
ing. 

Recently, Saha incorporated the effects of subcooled boiling in the 
dynamic model of a boiling channel [3]. There is promising but 
somewhat limited evidence that this resulted in a better analytical 
prediction of experimental system stability limits with reference to 
density-wave oscillations. No systematic study of the influence of the 
radial heat transport effects on the propagation of enthalpy pertur­
bation exists. 

1 Numbers in brackets designate References at end of paper. 
2 Previous assertion to the effect that the perturbations propagated at twice 

the flow velocity is incorrect and was based on the observation that the delay 
of the enthalpy propagation varies by 180° in one wavelength. 
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AMERICAN SOCIETY OF MECHANIAL ENGINEERS. Revised manuscript 
received by the Heat Transfer Division January 20,1976. Paper No. 75-WA/ 
HT-2. 

Density-wave oscillations in a boiling channel are due to multiple 
regenerative feedback between the flow rate, the vapor generation 
rate, and the pressure drop (flow-void feedback instabilities [4]). If 
the point of net vapor generation (NVG), i.e., the point beyond which 
the void fraction increases rapidly, is adopted as the boundary be­
tween the single-phase and the two-phase regions, its time-dependent 
(oscillating) position in the channel will be of paramount importance 
in determining stability with respect to density-wave oscillations [5]. 
This oscillation of the NVG point, as characterized by its phase and 
amplitude, is primarily dependent on the phase and amplitude of the 
temperature and velocity perturbations in the liquid region adjacent 
to the heated wall [6-8]. Thus, radial transport of heat and momentum . 
in the single-phase region is of importance in the investigation of os­
cillations of the point of NVG. 

In references [2-5] and in all other analytical treatments of den­
sity-wave oscillations, the single-phase region of the boiling channel 
has been treated in the axial space dimension only. The inherent as­
sumption here is that the time-dependent radial momentum and heat 
transport effects, under oscillatory flow conditions, can be adequately 
described by a quasi-steady-state variation of the liquid temperature 
and velocity profiles and/or instantaneous mixing in the radial di­
rection. The importance of radial heat diffusion effects has been 
recognized by Shotkin [9], who applied a "heat-source correction" to 
the calculated power-to-flow transfer function of a boiling loop. 
However, he ignored the effect of the velocity profile. Akcasu [10] 
proposed an averaged transfer function to take into account the 
spread in transit time (velocity distribution effect) without consid­
ering the heat diffusion effect. Silady [12] developed a unified method 
for the analysis of entrance-region transient heat transfer to incom­
pressible fluids in hydrodynamically fully developed flow in annuli 
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2 3 
AXIAL POSITION, m 

Fig. 1 One-dimensional-model prediction of the phase lag (with respect to 
flow perturbation) and amplitude of the bulk temperature perturbations at 
0.2 Hz 

and tubes. The possibility of the basic turbulent exchange mecha­
nisms of the flow being altered by flow oscillations [13] was not con­
sidered in his work. Indeed, at the present time there is no information 
on this question. 

A complete analytical consideration of the radial effects under 
oscillatory turbulent flow conditions is difficult if not impossible. 
Consequently, an experiment was set up to measure the radial dis­
tribution of the amplitude and phase of the local temperature per­
turbations in the single-phase region of heated tubes, in order to 
quantify departures from the one-dimensional quasi-steady-state 
analysis. Measurements of the radial distribution of velocity per­
turbations under isothermal flow conditions were also made and are 
reported elsewhere [11]. The investigation was carried out in the 
frequency range associated with density-wave oscillations. Mea­

surements were made for frequencies between 0.1 and 1.2 Hz at var­
ious axial locations along the heated channel. Relatively large diam­
eter round tubes (24.4 and 22.1 mm ID) were used to facilitate probing 
of the flow. 

In other analytical and experimental studies undertaken in the area 
of heat transfer with oscillating flow, the quantity of interest has been 
the time average of the local or average heat transfer coefficient. The 
phenomenon of propagation of the temperature perturbations, which 
is of particular interest to two-phase flow stability studies, was of no 
interest in these investigations and therefore was not considered. 

A n a l y s i s 
One-Dimensional Approximation of the Dynamics of the 

Single-Phase Region. The thermohydrodynamics of the single-
phase region of a diabatic, two-phase flow channel under oscillatory 
flow conditions has been investigated, taking into account the dy­
namics of the heater wall [1,5]. A quasi-steady-state velocity profile 
and instantaneous thermal mixing in the radial direction were as­
sumed. The flow-to-enthalpy transfer function, H(z, s) — dh(z, s)/ 
6w(s), for the single-phase region of the boiling channel was obtained 
by solving the linearized one-dimensional energy equation for the 
fluid, coupled to the radial conduction equation for the wall, through 
the use of a flow-dependent convection heat transfer coefficient at 
the tube inner wall. 

For an internally cooled tubular channel with temporally constant 
and axially uniform wall heat generation rate, the transfer function 
is [5] 

H(z, s) = 
dh(z, s) L(s) 

M s ) ~ K(s) 
(e -K(s)z . 1) (1) 

where 

iu0
2L F(s) + C] 

Uol rc F(s) + Ci 

F(s) = -^ks-

M(x) = !<,(*) + ^ • K0(x) 

\ aw I 

hc°ri 
C = 

K 
Fig. 1 shows, as an example, the phase lag and the nondimension-

alized amplitude of the bulk temperature perturbation at a flow os-

. N o m e n c l a t u r e -

A = cross-sectional flow area 
a = exponent of Reynolds number in Nusselt 

number correlation 
c = specific heat 
D = tube inner diameter 
h — enthalpy of the liquid 
hc = forced-convection heat transfer coeffi­

cient 
k = thermal conductivity 
q' = linear heat input rate 
r\ = tube inner radius 
r2 = tube outer radius 
s - Laplace variable 
T = temperature 

U = bulk axial velocity of the liquid 
w = mass flow rate 
2 = axial coordinate 
a = thermal diffusivity 
X = average wavelength, UQT 
p = density 
T = period of oscillation 

PfCfA 

rk = ri2/aw 

4/ = phase lag of local temperature pertur­
bation w.r.t. the cross-sectional-average 
inlet velocity perturbation, see Fig. 3. 

ST* 

perature perturbation. 

nondimensional amplitude of tem-

5T/(ATb)ln 

5UJU 

(ATb)im is the steady-state bulk temper­
ature increase for z = 1 m 
= circular frequency 

Subscripts and Operators 

0 = steady-state value 
1 = fundamental-frequency component 
b = bulk (mixed-mean) 
/ = liquid phase 
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dilation frequency of 0.2 Hz, as-a function of axial position, z, along 
the tube. A standing wave pattern is clearly visible. The wavelength, 
X, is equal to the product of the bulk flow velocity and the period of 
flow oscillation T. The solution gives rise to a well-defined enthalpy 
perturbation waveform at all frequencies. Thus, the phases and am­
plitudes of local enthalpy perturbations are predicted to be strong 
functions of axial position at all frequencies. The enthalpy pertur­
bations propagate axially at the flow velocity according to the one-
dimensional model.2 

H(z, s) can be utilized to arrive at the flow-to-position-of-boiling-
boundary transfer function [2], the boiling boundary being the plane 
where the bulk liquid reaches saturation. As mentioned in the In­
troduction and shown later, if one considers the NVG point instead 
of the boiling boundary, then the radial space dimension must be 
introduced in the flow-to-enthalpy transfer function in order to 
predict the enthalpy perturbations near the wall correctly. 

The General Energy Equation. The general energy equation 
for the fluid in the single-phase region of the heated tube, with both 
axial and radial dependence, has been discussed in detail in [1]. It has 
been postulated that the basic turbulent exchange mechanism is af­
fected by the oscillating nature of the flow [1,13]. 

The energy equation, with the proper initial and boundary condi­
tions imposed, cannot be solved rigorously at present. However, 
nondimensionalization of this equation gives rise to the following three 
dimensionless groups: (a) RePrS (as coefficient of the time-deriv­
ative term); (b) RePr (as coefficient of the convective term); (c) (1 
+ tulct) in the diffusion term, (H will, in general, be a function of r 
and w, but it was assumed to be a constant (e.g., value for turbulent 
core) for the purpose of forming the dimensionless group. S is a 
Strouhal number, defined by Dw/U. These dimensionless groups will 
be used later to arrive at a proposed criterion for the validity of the 
one-dimensional model. 

E x p e r i m e n t a l Work 
The goal of the experimental work reported here was to study the 

enthalpy perturbation propagation phenomenon in the single-phase 
region by measuring the phase and amplitude of the local temperature 
perturbations as a function of radius, frequency, and axial position 
in a vertical heated tube. 

Refrigerent-113 (R-113) was the experimental fluid. Advantages 
of R-113 included the low heating power requirements and compa­
tibility with anemometry probes. However, one disadvantage of using 
R-113 is the relative ease with which incipience of boiling may occur 
on the heated wall. The pressure in the test section was kept at ap­
proximately 2.5 X 105 N/m2 above saturation (saturation pressure 
corresponding to R-113 inlet temperature of 20°C is 3.63 X 104 N/m2) 
to eliminate the possibility of incipience of boiling on the walls. Pos­
sible accentuation of radial effects, due to the lower thermal and eddy 
diffusivities of R-113 (compared to water, for example), was another 
reason for selection of R-113 as the experimental fluid. 

The Experimental Loop. The loop consisted of the vertical test 
section, a helicoidal-tube cooler, a circulating pump, a flow-oscillating 
valve, a venturi for flow rate measurements, flow control valves, and 
a bladder-type pressurizer. The test section, made from thin-walled 
stainless-steel tubing, consisted of an unheated hydrodynamic en­
trance length and a resistivity-heated length. A single section of tubing 
was used for both these lengths to avoid any geometrical perturbations 
in the flow path. Two different test sections (25.4 mm OD; 0.51 and 
1.67 mm wall thickness) were used to study the effect of wall heat 
capacity on the results. 

An anemometry probe mounting section was located at the end of 
the heated length. Fig. 2 shows schematically the heated test section 
and the probe section. The probe extended beyond the current-
carrying copper flange B into the heated section. A calibrated mi­
crometer arrangement was used to traverse the probe radially. Mea­
surements along various axial positions of the heated section were 
simulated by moving the current-carrying copper flange A toward 
flange B starting from the longest heated length. This was done to 
eliminate the need for insertion of the probe through the thin-walled 

-PROBE SECTION— 

Fig. 2 Schematic diagram of the heated section and the probe section 

test section. Thermal analysis of the ends of the heated length using 
a conduction code showed that, for the insulated test section, typically 
no more than 2 percent of the total heat generated in the wall was lost 
through the ends. 

A perforated plate upstream of the hydrodynamic entrance length 
was introduced to promote mixing and reduce the radial variation of 
phase and amplitude of the local velocity perturbation. The liquid 
flowed vertically downward in the test section. 

The sinusoidal flow modulation was obtained by a closed-loop 
feedback control system controlling a valve located upstream of the 
test section. This servomechanism had an inner valve-position feed­
back loop and an outer flow feedback loop. A master sine oscillator 
provided the command signal to the servocontroUer. Details of the 
flow oscillating system can be found in reference [1]. Second-harmonic 
distortion of the flow signal, as represented by the ratio of the am­
plitude of the second-harmonic component to the amplitude of the 
fundamental, was found to be always less than 4 percent. The am­
plitudes of the higher harmonics were not measured and could have 
occasionally been of some importance. 

Temperature Measurements. A quartz-coated cylindrical 
hot-film sensor probe was used as a resistance thermometer, in con­
junction with a temperature measurement module (Thermo Systems 
1040). The sensor had a diameter of 0.025 mm and a sensing length 
of 0.51 mm. Steady-state temperature profiles were measured at each 
axial position to ascertain that the thermal boundary layer had 
reached the tube center line. The measured temperature profiles 
agreed reasonably well with fully developed computed profiles [14] 
corresponding to the experimental conditions. Copper-constantan 
thermocouples were used to monitor the test section external wall 
temperature at several axial positions as well as the liquid tempera­
tures at the center line of test section inlet and outlet. The wall 
thermocouples were insulated from the test section wall by a very thin 
layer of mica. 

Signal Analysis. An amplifier and bias circuit [1] were used to 
remove the mean value of the signal to be processed and then to am­
plify the residual fluctuating component. A Wave Form Eductor 
(Princeton Applied Research Corporation) provided phase-averaging 
of this amplified signal, thereby reducing the random turbulent 
component considerably and making frequency analysis of the signal 
easier. A Lock-In Amplifier (Ithaco 391) was used to measure the 
amplitude and the phase of the fundamental-frequency component 
of the signal. 

Since the thermo-hydrodynamic system under study is nonlinear 
in nature and the transfer-function representation assumes linearity, 
the input flow perturbation amplitudes were limited to less than 8 per 
cent of the mean flow values to reduce nonlinear effects. 

D a t a and Observa t ions 
Figs. 3-8 show the radial distribution of the phase lag, i/s and the 

nondimensional amplitude, bT\*, of the fundamental-frequency 
component of the temperature perturbations with respect to the 
cross-sectionally averaged inlet velocity perturbation at frequencies 
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Fig. 3 Phase lag (with respect to cross-sectional average inlet-velocity 
perturbation) and amplitude of local temperature pertubation at 0.1 Hz 

of 0.1, 0.2, 0.3, 0.5, 0.7, and 0.9 Hz, respectively. The average inlet 
velocity perturbations were obtained by integrating over the flow area 
the fundamental-frequency components of the velocity perturbations 
that were measured by a constant-temperature anemometry probe 
and by obtaining the fundamental-frequency component of the av­
erage signal. This signal differed from the flow perturbation signal 
measured by a venturi [11]. The plots contain data at four axial 
locations, z = 1.638,1.210, 0.942, and 0.745 m, for the 0.51-mm-wall 
test section. Data at 1.2 Hz as well as data for the 1.67-mm-wall test 
section can be found in reference [1]. The phase values are estimated 
to be accurate to within ±3° at the lower frequencies (0.1 and 0.2 Hz) 
and within ± 5° at the higher frequencies (0.7 Hz and higher). All 
amplitude measurements are believed to be correct within 15 per cent. 
Phase measurements became exceedingly difficult or impossible at 
the locations where the amplitudes of the temperature perturbations 
were very small. This explains the lack of data at certain radial posi­
tions in the tube (e.g., Fig. 6, at «7.9 mm). All data were found to be 

symmetrical with respect to the tube center line. The figures also show 
the one-dimensional model predictions of phase lags and amplitudes 
for comparison. 

Some of the test section outer-wall temperature perturbations, as 
measured by thermocouples, are also shown in Figs. 3-8. The thin 
mica layer between the thermocouple junction and the test section 
wall obviously introduces an additional phase lag on these measure­
ments. The wall temperature perturbation amplitudes were found 
to be substantial when compared to the liquid temperature pertur­
bations. 

The Frequency-Dependent Kadial Effect. It is clear from 
studying Figs. 3-8 that the radial effect (both in amplitude and in 
phase) becomes increasingly important as the frequency of flow os-
cilltion increases. If we compare the maximum phase lag spread, A\p 
(i.e., the maximum deviation in phase lag values along the radius) at 
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Fig. 4 Phase lag (with respect to cross-sectional average inlet-velocity 
perturbation) and amplitude of local temperature perturbation at 0.2 Hz 
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any particular axial position, we see that this spread increases 
monotonically with the oscillation frequency. As a typical example, 
Table 1 shows the Â< values at two axial positions in the 0.51-mm-wall 
test section. 

It is also seen from the data that the amplitude of temperature 
perturbations measured in the vicinity of the test section wall is ap­
preciably larger than the values predicted by the one-dimensional 
model. The measured phase lags near the wall, especially at the higher 
frequencies (0.5 Hz and above) are also considerably different from 
the model predictions of the bulk temperature perturbations but 
approximately agree with the wall temperature perturbation pre­
dictions at low frequencies. 

It should be noted that at the higher frequencies (Figs. 5-8) large 
phase jumps (of the order of 180°) always occurred at the radial 
locations where the amplitude tended to very small values. Referring 
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Fig. 5 Phase lag (with respect to cross-sectional average Inlet-velocity 
perturbation) and amplitude of local temperature perturbations at 0.3 Hz 

Table 1 Maximum phase lag spread along radius at two 
axial positions (Ai//) 

Frequency 
(Hz) 
0.1 
0.2 
0.3 
0.5 
0.7 
0.9 
1.2 

A\p @ z 
= 1.21 m 

25° 
124° 
148° 
178° 
259° 
281° 
348° 

Ai// @ z 
= 1.638 m 

10° 
48° 

207° 
202° 
250° 
276° 

Not measured 

Figure No. 
3 
4 
5 
6 
7 
8 

reference [1 

to Fig. 1, we can see that this characteristic is in agreement with the 
one-dimensional model behavior. 

The Frequency-Dependent Axial Propagation Effect. It was 
pointed out earlier in the paper that, according to the one-dimensional 
model, the enthalpy perturbations should exhibit an axial standing-
wave behavior at all frequencies. 

Figs. 3 and 4 (0.1 and 0.2 Hz) show that the variation of phase lag 
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Fig. 6 Phase lag (with respect to cross-sectional average inlet-velocity 
perturbation) and amplitude of local temperature perturbation at 0.5 Hz 
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of the local temperature perturbations as a function of axial position 
in the test section (at least up to the longest heater length of 1.638 m) 
is, both qualitatively and approximately quantitatively, in agreement 
with the predictions of the one-dimensional model. The same trend 
is noticed in the amplitude data. It should be noted that the ampli­
tudes are known only to within 15 per cent, thus making observations 
of trends of amplitudes more difficult as compared to phase lags. It 
can be concluded that an axially propagating enthalpy perturbation 
exists at these low frequencies as predicted by the one-dimensional 
model. 

In Fig. 5, however, corresponding to 0.3 Hz, the axial dependence 
of the data is considerably weaker in comparison to the one-dimen­
sional model predictions. In addition, we note that the data at 1.638 
m and in the turbulent-core region, for the first time start showing 
evidence of nonconformance with the axial trend predicted by the 
model. Fig. 6 indicates that at 0.5 Hz the axial dependence of the phase 
lag is barely discernible. It can be concluded that the concept of axial 
enthalpy propagation has broken down already at this frequency since 
the perturbations are almost in phase all along the tube. Figs. 7 and 
8 and data at 1.2 Hz [1] further confirm this conclusion. 
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perturbation) and amplitude of local temperature perturbation at 0.7 Hz 
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Fig. 8 Phase lag (with respect to cross-sectional average Inlet-velocity 
perturbation) and amplitude of local temperature perturbation at 0.9 Hz 

The Wall Heat Capacity Effect. The one-dimensional model, 
which includes the formulation of transient conduction of heat in the 
tube wall, can be employed to predict the effect of varying tube wall 
thickness. 

In order to show the effect of wall thickness alone, all other pa­
rameters influencing the data had to be closely matched. Since the 
flow velocity and consequently the wavelength, A, were adjusted to 
keep the Reynolds number approximately constant for both test 
sections, it became necessary, in order to make comparisons at the 
same values of z/A, to obtain the values for the 0.51-mm-wall tube by 
interpolation of data obtained at intermediate values of z/A. Thus, 
for example, the values of Fig. 9 were obtained by interpolating be­
tween the z = 0.942 and 1.210 m data. 

Fig. 9 shows the results for 0.1 Hz. The agreement between data and 
the model is seen to be reasonably good. Similar agreement was found 
[1] for 0.2 Hz. This suggests that the dynamics of the heated wall are 
well-represented by the model at these frequencies. However, at 0.3 
Hz and above, the model was unable to predict the experimental [1] 
trends consistently. 

Journal of Heat Transfer NOVEMBER 1976 / 635 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



300" 

< 

< 
I 
Q_ 

1 1 1 

0.51 
z/X 

. 1.67 
z/X 

-
-

f\ - i / 
• r I 

|^—C.L. 

J , , 

1 i 
mm WALL 
0.169, Re 

mm WALL 
= 0.169, Re 

OF 

,,-

1 i 1 i 1 l 1 
1.076 m 

34000 
1.21 m 

= 34500 

INNER W A L L — - ^ ^ 

>><vA" 

-^€ V 
^- <v-
ONE-DIMENSIONAL " 
MODEL PREDICTIONS 

1.67 mm WALL TUBE 

. 1 , 1 , 1 , 1 

' 0.0 2.0 4.0 6.0 8.0 10.0 12.19 

RADIUS, mm 
Fig. 9 The wall capacity effect at 0.1 Hz 

Discussion 
Possible explanations of the physical phenomena causing the data 

trends discussed herein will now be presented. 
Radial Transient Heat Diffusion Effects. If we estimate the 

phase and the amplitude of the temperature perturbation as a func­
tion of radial location in the tube by following the transient radial 
diffusion of the heat generated at the wall through the laminar sub­
layer, the buffer layer, and the turbulent core and ignoring any axial 
transport effects (analysis similar to [9]), we find that the phase lag 
increases monotonically while the amplitude monotonically decreases 
as we move inward. Inspection of Figs. 5-8 shows that both the phase 
lag and the amplitude behavior are consistent with the foregoing es­
timate in the region beginning from the wall and extending well into 
the turbulent core up to a point of minimum amplitude. The point 
of minimum 5Ti* is seen to approach the wall as the frequency in­
creases. The amplitude of the temperature perturbation grows again 
as we proceed inward from the minimum point. It can be postulated 
by observing the 180° phase difference between the perturbations at 
points bracketing this region that temperature perturbations of op­
posite phases cancel each other at the minimum point. 

The Thermal Entrance Length Effect. Fig. 10 shows schema­
tically the heated test section and a specific plane of measurement 
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of the liquid temperature perturbations. Small oscillations are su­
perimposed on the flow, which is assumed to be hydrodynamically 
fully developed at the heated section entrance. EDCBA denotes, 
schematically, the developing thermal boundary layer, which might 
be altered from the steady-state case because of the oscillations. 

Consider the fluid elements at E, D, C, B, and A, at time t = to, from 
a Lagrangian viewpoint. At t > t0 the elements begin exchanging heat 
with their environment as they proceed downstream. The elements 
arrive at the plane of measurement having traversed different path 
lengths within the effective heat-exchange region. Considering the 
fact that the axial movement of fluid particles is responsible in general 
for the axial enthalpy-propagation phenomenon, we conclude that 
the fluid elements will have different phases on arrival at the plane 
of measurement. However, another effect that must also be considered 
is the radial movement of the fluid elements, as they are moving 
downstream, caused by eddy motion (the turbulent exchange mech­
anism). 

Thus, the phase of the temperature perturbation at the plane of 
measurement at any radial position is affected by both the develop­
ment of the thermal boundary layer and the time-dependent radial 
diffusion of heat from the heated wall. Near the wall, we would expect 
the temperature perturbation data to be dominated by the phase and 
amplitude of the wall temperature perturbation and the phase lag 
should increase as we move away from the wall. On the other hand, 
if the plane of measurement is not "far" removed from the thermal 
entrance region, its effects should be observable and should lead to 
variation of phase lag similar to the one shown in Fig. 1 as we move 
away from the center of the tube (i.e., as the distance traveled by the 
fluid elements increases with radial position). Inspecting the phase 
lag data at 0.1, 0.2, and 0.3 Hz (Figs. 3-5) for the three shortest heated 
lengths, we indeed find such expected behavior patterns. The two 
separate radial regions of dominance are indicated by differences in 
signs of the radial gradient of the phase lag values. No thermal en­
trance length effect is visible at higher frequencies and for the longest 
heated length at 0.2 and 0.3 Hz. Thus, thermal entrance length effect 
was visible only for "short" heated lengths at frequencies below 0.3 
Hz. 

The relative axial position of the plane of measurement, z, with 
respect to the wavelength X (as denoted by the ratio z/X) is of signif­
icance in determining the "shortness" of the heated length. The axial 
location z, the frequency of the oscillation, and the flow velocity enter 
in this ratio. It seems that if z/X < 0.5, the heated length can be con­
sidered to be "short." 

Effect of Oscillations on the Retention of Past History by the 
Fluid Elements. We have seen that as the frequency of oscillation 
increases, conformance to the axial enthalpy wave-propagation 
phenomenon is gradually lost. The phase lag and the amplitude of the 
temperature perturbation, at any location, apparently become in­
creasingly dependent on very recent history, thereby losing their axial 
dependence. The radial position and the wall effects now become the 
important parameters to be considered. 

It is suggested here that probably the "orderly" axial propagation 
phenomenon, observed at the lower frequencies, is broken up by the 
additional turbulent exchange mechanism generated by the "rapid" 
oscillations. 

Proposed Criterion for the Validity of the One-Dimensional 
Model. The dimensionless groups appearing in the energy equation 
governing the propagation of enthalpy perturbations were mentioned 
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Fig. 10 The thermal entrance length effect 
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earlier. The ratio ReSPr/ ( l + £#/«) is equal to wD2/(a + tH), which 
is a measure of the nondimensionalized time constant for radial tur­
bulent heat diffusion. Furthermore, the ratio RePr/ReSPr = 1/S is 
a measure of the time period of the flow oscillations nondimension­
alized by a characteristic axial transport time D/U. It is proposed here 
that if 

uD2 1 
< -

a + €//(o)) S 

then the one-dimensional approximation will be valid. If we use the 
steady-state turbulent-core eddy diffusivity value for en (a), the 
foregoing criterion suggests that under the present experimental 
conditions the one-dimensional model becomes invalid above 0.2 Hz, 
in agreement with the experimental observations. The criterion 
proposed herein does not, however, take into account the influence 
of the thermal entrance length and any effects of the space and pos­
sibly frequency dependence of the eddy diffusivity. A criterion for the 
domain of influence of the entrance effects was discussed in a previous 
section. 

Concluding Remarks 
1 The two-dimensional transient measurements confirm the 

validity of the one-dimensional analytical model at very low 
frequencies only (below 0.2 Hz). Under the conditions of the present 
experiment, a substantial radial spread of temperature perturbation 
phase lags exists even at 0.1 Hz. Significant departures from the 
one-dimensional model predictions appear at frequencies as low as 
0.3 Hz. Criteria for the validity of the one-dimensional model are 
proposed. 

2 The temperature perturbations in the liquid layers immediately 
adjacent to the wall follow the wall temperature perturbations. At the 
lowest frequencies, the measured liquid temperature perturbations 
near the wall are seen to be close to the wall temperature perturba­
tions calculated using the one-dimensional model. 

3 Under the present experimental conditions, the enthalpy per­
turbation propagation phenomenon breaks down at frequencies above 
0.5 Hz. It is suggested that the perturbations become increasingly 
dependent on very recent history of the fluid, on local wall effects, and 
on transient radial heat diffusion from the wall with increases in 
frequency, thereby losing axial dependence. The additional heat 
transport mechanism generated by the oscillation may be a major 
cause of such behavipr. 

4 The effect of thermal entrance length on the temperature per­
turbations decreased as the frequency of flow oscillation increased. 

5 The effect of tube wall heat capacity is substantial. The one-
dimensional analytical model could predict this effect reasonably well 
at the lower frequencies. 

6 These results have important implications for stability studies 
of density-wave oscillations in diabatic two-phase flow systems. It has 
been shown [5,6] that the movements of the point of net vapor gen­
eration have considerable importance in channel stability. Since the 

transient location of the NVG point will be dictated by the phase and 
amplitude of the liquid temperature and velocity perturbations near 
the wall, it appears that one-dimensional models of the single-phase 
region may often be inadequate in predicting the time-dependent 
location of this point. When the NVG point is used to delineate the 
interface between the single and the two-phase regions, a two-di­
mensional model of the single-phase region of the channel becomes 
necessary. It is important also to keep in mind that the presence of 
voidage near the channel wall, upstream of the NVG point, will further 
alter the turbulent exchange in this region. 
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Radiation Heat Transfer Through 
Multiband Molecular Gases 
Exact characterization of radiation heat transfer through multiband molecular gases is 
obtained in some limits of considerable importance. An approximate procedure based 
upon these results is also suggested. 

Introduction 

Radiation heat transfer through molecular gases has long been 
recognized as an important mode of energy transfer in combustion 
devices and in planetary atmospheres. There is as well a growing re­
alization of its importance in quantitative fire research problems. For 
practical calculations of very specific problems, it has been common 
to rely upon a knowledge of isothermal emissivities and atmospheric 
transmission functions in graphical or tabular form [1, 2].1 These serve 
their intended purpose well but contribute inadequately to general­
ized or fundamental questions. These are best studied in simple 
geometries but can involve accounting for complex spectral absorption 
characteristics in terms of the total band absorption [3, 4]. Many 
contributions involving pure radiative transfer as well as interactions 
with conduction and convection have been made following this line 
of analysis, with particular emphasis upon the behavior of molecular 
gases [5-20]. Usually, it has been found necessary to place physical 
restrictions upon the problem, thus limiting the range of applicability. 
Constant properties are nearly universally assumed but this is not 
considered a serious simplification [17]. The most basic problems are 
inherently nonlinear even for pure radiative transfer because in 
general there are multiple absorption-emission bands, each depending 
upon the temperature in a different way. Thus, simplifications include 
single band, multiple bands with identical band properties, and lin­
earized radiation. The first is reasonable only for diatomic molecules 
with weak overtone bands but these do not occupy a position of great 
importance in radiating systems; the second is of theoretical but not 
practical interest because band absorption properties of a given mo­
lecular gas may vary widely [4]; the third has proven to be the most 
valuable and has led to the solution of many important problems due 
to the great simplification it affords. 

In this paper the problem of radiative equilibrium of a constant 
property, multiband, planar, molecular gas is considered. None of the 
three simplifications mentioned is employed. It is found that they are 
not needed for problems of pure radiative transfer in some important 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
April 29,1976. 

limits. The exact analytical results suggest an approximate procedure 
that could yield useful engineering estimates of multiband radiative 
transfer effects in problems of interest. 

Fundamentals 
For a planar medium bounded by black, isothermal walls and in­

teracting with thermal radiation in N nonoverlapping narrow bands, 
the radiative flux and its divergence may be written 

1 + 
N r 

;=i L 
2K3K„] 

+ 2rhi J 4>iW)K2[rhi\v ~ V'\] sgn (r/ - ?/') dy' (1) 

dri 
2 Y.BiThi \2<Pi(V) - K2[rhiri] 

• Th, f\i(v')KilThilv-v'\}dvj (2) 

where 

Q = g ' M T V " TV) 

Bi = [Evi(Ti) - EAT2)]Dl/<r(T1-
i - T2") 

<t>i(n) = [EAn) - E„;(T2)]/[fi„1(T1) - EAT 2)] 

v = y/h 

and physical properties have been taken independent of temperature. 
Through use of integration by parts these equations may also be 
written 

Q = 1 + 2 Z Bt f [1 - *;(0)]Jr3[7v/] + fc(l)Ks[ri,.-(l - v)} 

- J , , K3[Thi\v -y u dn (3) 

dQ N r 
~T = 2 T. BiThi [<fc(0) - l]K2[rh,v] + <t>i(l)K2[Thi(l - „)] 
dr] ;=i I 

Jo 
d<j>iW) 

d-q' 
K2[Thi\v - v'\] s g n ( i / - v')dv'\ (4) 
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The foregoing equations are often more convenient than equations 
(1) and (2) for analytical purposes. The Kn functions have been dis­
cussed in [21J. 

Other formulations for multi band media have allowed for a tem­
perature-dependent absorption coefficient at the expense of assuming 
equal characteristic values for every band [22J. Most molecular gases, 
however, show a pronounced variation of optical parameters from 
band to band [4J. Consequently, it seems more appropriate to retain 
this characteristic and to rely on scaling methods to account for 
temperature dependence in practical applications [23, 24J. For the 
problem of radiative equilibrium considered here, dQ/d1) = 0 and 
equation (4) reduces to 

i~ BiThi ! [(MOl - 1JK2[Thi1)J + 4>i(1)K2hi(1-1)J 

+ r l 
d4>i(1)') K 2[Thi/1) - 1)'/J sgn (1) -1)') d1)'} = 0 

Jo d1)' 
(5) 

Since the quantity in braces is not in general independent of the index, 
i, and all of the 4>i depend upon the local temperature T in a different 
way, it is clear that solving (5) for the temperature distribution T(1) 
is a formidable task. The difficulty has been overcome or reduced in 
the past in anyone of several ways. The reduction to a single band is 
not of special interest here. Linearization has proven very popular and 
informative. In this case all the 4>i are identical and new transfer 
functions can be defined which superficially eliminate the summation. 
The optically thin limit accomplishes something similar in that K 2(x) 
becomes equal to one for all bands and a new dependent function can 
be defined which again eliminates the summation for computing 
purposes. A similar summation elimination can be accomplished by 
assuming all band optical depths, Thi' to be the same. Then, without 
assuming the Di to be the same, a new dependent variable can be 
defined and the problem is rather similar to that of the single band. 
Most, if not all, of these methods have been used previously with oc­
casional minor modifications. There is a clear unifying result of each 
of these methods in that the summation has at least been symbolically 
eliminated in every case. 

A Criterion for Symbolic Summation Elimination 
If one gives careful consideration to equation (5) it might first be 

noticed that the transfer function K 2(x) appears in every term. Since 
previous work has indicated that useful results are likely to be ob­
tained if the summation can somehow be eliminated from equation 
(5), it appears useful to consider the conditions necessary for this to 
be accomplished. 

All of the methods previously mentioned accomplished this pur­
pose, but everyone imposed some condition that it is desirable to 
avoid. It appears that the least restrictive criterion is to assume that 
K2[ThiXJ is factorable in the form K2[ThiXJ = g(Th)[(X); then equation 
(5) can be written 

(6) 

This equation provides the necessary ingredients for a relatively 
general treatment of multi band radiative transfer. To begin one de­
fines the dimensionless variable, 

N 
L: BiThig(Th)4>i 
i=l 

1/;=-----
N 
L: BiThig(Th) 
i=l 

Equation (6) then becomes 

[1/;(0) - 1J[(1) + 1/;(1)[(1 - 1) 

So
l dl/;(1)') 

+ --[[/11 -1)'/J sgn (1) -1)') d1)' = 0 
o d1)' 

(7) 

The remarkable characteristic of this equation is that I/; is a universal 
function of 1). In terms of 1/;, equation (1) for the radiative flux is 
now 

Q = 1 + 2 i~l Bi {K3[Th;] + Thig(Th) Sal 1/;(1)')[[l-1)'J d1)'} (8) 

in which 1) has been set equal to one since Q is a constant for radiative 
equilibrium. It is significant that equation (7) is a linear form, whereas 
equations (5) and (6) are not. 

Applications 
There are some cases of special interest in which K 2(x) can be 

factored as indicated in the previous section. These include the op­
tically thin limit, the square-root limit, and the logarithmic limit for 
molecular gases. Particular results are considered in what follows. 

Optically Thin Limit. This is the simplest condition for which K2 
factors and is independent of spectral absorption models. Since K 2(X) 
~ 1 as x ~ 0, one finds that [ = g = 1. The solution of equation (7) 
is readily found to be I/; = %. The temperature is a constant and is 
found by solving the transcendental equation 

N N 
2 L: [Evi(T) - E vi (T2)J Si = L: [E"i(TIl- E"i(T2)J Si (9) 

i=1 i=l 

where Si is the integrated band intensity and 

27rhc 2Vi 3 

E"i(T) =----~-
exp(hcv;/kT) - 1 

(10) 

The flux follows from equation (8) by using the limit K3(X) ~ - x as 
x ~ O. The integral term yields Th/2, which is half the total dimen­
sionless emission from an individual band directed toward the cold 
walL Equation (8) thus gives 

N 
Q = 1 - L: BiThi (11) 

i=l 

valid for Th, « 1. 
It is worth noting that equation (11) expresses a superposition 

principle in that exactly the same result is obtained by ignoring the 
coupling between bands and solving for the net absorption of each 
band as though it existed in its own state of radiative equilibrium 
independently of the others. Indeed, the validity of a superposition 

Bi = [E"i(Td - E"i(T2)JD;/(J(T14 - T24) 
C = a constant 

Qr = negative of net radiative flux absorbed 
by the gas, dimensionless 

fI = dimensionless temperature, /J = (T -
T 2)/(Tl - T 2) 

C' = a constant 
c = speed of light 
Di = width parameter for ith band 
E"i = Planck function at wavenumber Vi 

h = slab thickness 
h = Planck constant 
Kn = radiative transfer functions 
k = Boltzmann constant 
Q = total radiative flux, qr/(J(T14 - T24) 

Journal of Heat Transfer 

Qe r = gas radiative emission to the cold 
boundary, dimensionless 

ql' = radiative flux 
Si = integrated intensity of ith band 
Tn = boundary temperatures, n = 1,2 
y = spatial coordinate 
f3i = fine structure parameter for ith band 
'Y = Euler-Mascheroni constant, 0.5772 ... 
1) = y/h 

V = spectral wave number 
Pa = absorbing medium density 
(J = Stefan-Boltzmann constant 

Til, = optical depth of the ith band, Thi = 
PaSih/D,/ 

<Pi = [E"i(T) - E vi(T2)]![Evi(T l ) - E"i­
(T 2)J 

I/; = defined just prior to equation (7) 
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principle for determining the radiative flux is guaranteed by the form 
of equation (7) because i/< is a function of ?/ alone and is the same ir­
respective of the number of individual bands. 

Square-Root Limit. The square-root limit is determined by every 
significant band satisfying the two conditions 77,,/ft » 1 and ft 77,, « 
1. Under these conditions K2{ThiX) = (2/3)(ft/Tft,jc)1/2 so that g = 
(2/3)(ft/Thl-)

1/2 and f(x) = x~m. It is a regrettable fact that radiative 
equilibrium solutions for single-band media are not readily available 
in this limit. Nevertheless, from equation (8) with ^ [ T / , , ] = -(4/3) 
(PiThi)112 the flux is expected to be given by 

> = 1 - C Z B,-(ftThl.) 1/2 (12) 

where C is a constant. It is interesting to observe that if ft = 1 the 
foregoing result applies to bands with a Lorentz profile provided that 
Thi » 1. In this case the constant C can be determined from the cal­
culations of Crosbie and Viskanta [22] to be approximately 0.894 for 
Lorentz bands. 

Logarithmic Limit. It is reasonably well established that for 
many molecular gases at large optical depth there is a fairly extensive 
logarithmic region. The evidence is largely experimental in nature 
although Edwards and Menard [25] have shown that such a limit is 
expected for nonrigid rotators. For this case K2[x] -* \/2x [21] so that 
one finds g = l/2x/, - and f(x) = l/x. Furthermore, it is known that at 
large T;,, a condition of thermal continuity at the boundaries of a 
medium in radiative equilibrium is approached [22, 26]. Thus, one 
may use the conditions \I<(0) -*• 1 and f ( l ) -* 0. Equation (7) then re­
duces to the form obtained originally by Mighdoll and Cess [9] for 
linearized radiative transfer. Consequently, their solution applies 
equally well here with the result 

<P(n) = - + - s i n - 1 ( l -2i?) 
2 TV 

where 

Mv) •• 

£ [EAT)-E„i(T2)}Di 
;=i 

£ [E^Ti) - EAT2)]Di 
i = i 

(13a) 

(13b) 

These may be solved for T(ij) through use of equation (10). However, 
since one can choose T\>T> T2, it is easiest to invert equation (13a) 
to obtain 

1 , 
n = - 1 + sin 

2 KrH (14) 

which gives r/ explicitly for each choice of temperature T. 
Use of equation (13a) in equations (8) shows that the integral term 

has the value In 2. The dimensionless emission from the gas absorbed 
at the cold boundary is thus 2 In 2 = 1.386 [27] for each band. This 
value is independent of the actual value of 77,, and is the same for all 
band absorption equations with a logarithmic a'symptote. The flux 
given by equation (8) in the logarithmic limit is obtained by making 
use of the fact that 2Ks[x] ~ - In x — C where C is a constant de­
pending upon the band absorption equation being used [21]. It may 
incorporate the band structure effects of ft as well. Equation (8) in 
the logarithmic limit therefore becomes 

Q = 1 + £ BiQr(rhi) 

where 

nrhi) •• In Thi - C + In 4 

(15a) 

(156) 

For an overlapped-line, exponential band profile, C = 7 + %, and 
equation (156) has been shown to have acceptable error for 17,,. > 10; 
for larger 77,, the error asymptotically approaches zero fairly rapidly 
[27]. It is of significance that the last two terms of (156) are negligible 
only at extremely large values of 77,,- due to the slow rate at which In 
77,, increases. 

An Approximation for Arbitrary Optical Depths 
All of the preceding results have required that each band fall within 

the same absorption regime, yet it is certainly conceivable that im­
portant conditions may arise in which band parameters are distrib­
uted in such a way that significant effects are due to bands falling in 
adjacent or transitional regions. In that case the transmission function 
K2(x) either factors in a different way for each band or cannot be 
factored at all and a simple result like equation (7) is not rigorously 
possible. 

Nevertheless, an equation of the form of (15a) holds a strong appeal 
as an approximation for arbitrarily distributed band parameters, since 
its application requires only a single band solution for the dimen­
sionless flux Qr as a function of optical depth and line structure pa­
rameters. Such a solution appears to be available only for the over­
lapped line limit [22]. There are a number of reasons why such an 
approximation might prove valuable. Among them is the fact that the 
linear, square-root, and logarithmic limits will be correctly evaluated. 
Furthermore, reference to equation (1) shows that Qr(rh,) may be 
defined by the terms in braces. Of these, the first represents absorp­
tion of surface radiation and this can be evaluated without reference 
to the solution of the energy equation. The second, integral term 
represents gas emission and it is only this term that the proposed 
approximation would seek to estimate. The relative importance of 
the second term is greatest in the optically thin limit when the error 
in Qr would be of the same magnitude as the error in the estimate of 
emission. The error behavior as a function of optical depth is best il­
lustrated by an application to follow. 

The approximate procedure also is supported by the observation 
that in most cases of interest significant emission is due to only a few 
bands and the error will be dominated by the strongest of them. One 
might also observe that the uncertainties in the band absorption 
equations themselves [4, 21] might well dominate all error consider­
ations. 

Application to the Overlapped-Line Limit. At high pressure 
and/or temperature the band fine structure becomes diffused and the 
overlapped-line limit is applicable. Since exact numerical solutions 
for a single band are available they may be used to construct an ap­
proximate treatment and to provide guidance for an extension to less 
restrictive conditions. Crosbie and Viskanta [22] have tabulated 
Qr(Th) over the range 0.01 < 77, < 100 for an exponential as well as 
other band shapes. For smaller and larger values of 77,,. one has Qr ~ 
— Thi a n d Qr ~ — m 7K - 7 — 1/2 + In 4 [27], respectively. For extensive 
comparitive calculations, tabulations are inefficient and an analytical 
approximation of Qr is especially desirable. Since Qr can be writ­
ten 

Qr(Th) = 2K3[Th] + Q/(rh) (16) 

only an expression for Qe
r is needed. The radiative emission is as­

ymptotic to 77, and In 4 at optically thin and logarithmic limits. An 
equation that satisfies these limits can be obtained by a modification 
of a result obtained in reference [21]. The modified equation is 

Qe
r = l n 4 [ l - ( 2 / 3 ) | E 3 ( ^ / l n 4 ) 

+ [1 - exp(-Ty,/ln 4)]/(77I/ln 4)|] (17) 

and this is compared with the exact values in Table 1. Table 2 com­
pares values of Qr, which indicates to some degree the extent of the 
effect of errors in Qe

r on Qr. These errors are well within the limits 
of uncertainty of any band absorption correlation. 

Equation (17) is a modified form of the equation for emission from 
a medium with linear emissive power distribution. Equivalent 
equations for other logarithmic type absorption equations are also 
available in [21] and can be similarly modified, although there is no 
certainty that errors will be exactly like those in Tables 1 and 2. 

The rather favorable comparison of approximate and exact values 
of Qe

r and Qr suggests the extension to bands of arbitrary line 
structure parameter. 

Application to Edwards' Wide Band Model. The simplest ex­
tension to bands with line structure can be made using the band ab­
sorption equations of Edwards and Menard [25]. This is not only the 
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Table 1 Exact and approximate predictions of 
exponential band emission from a slab in radiative 

equilibrium 

Th 
0.2 
0.5 
1.0 
2.0 
5.0 
10.0 
20.0 
50.0 
100.0 

Qre 
Reference 

[ 2 2 ] 

0 .1682 
0 .3538 
0 .5658 
0 .8094 
1.0795 
1.2081 
1.2856 
1.3403 
1.3613 

Qre 
Equat ion 

(17) 

0 .1689 
0 .3580 
0 .5790 
0 .8406 
1.1330 
1.2582 
1.3222 
1.3607 
1.3735 

ee 
Percent 

error 

0 .425 
1.187 
2 .325 
3.860 
4 .953 
4.147 
2.844 
1.517 
0.897 

simplest model available but is also the only one for which extensive 
compilations of correlation constants have been made [4]. Following 
the discussion of Nelson [21] expressions for K3(rh) and Qe

r are 
readily found. Employing the modification of Qe

r suggested earlier 
these are 

-2 r / l + [(/33 + 2)/6/3]r;,
2; rh < /? 

2K3(Th) = -8(^T f t)!/2/3 + (/3r,,)2/6 + ft 0<rh< p-1 (18) 

- I n G S T , , ) - 5 / 2 + f t Th>P~l 

In 4 [r,,* - [(/33 + 2)/9/3]T ; J*
2] ; rh* < 0 

Qe
r = In 4 [S^r,,*)1 '2 - ( /JTA*)2 - /3 2 /T A *] /9 ; /} < rh* < /3"1 

(19) 
In 4 [1 - [2/pTh* + /32/rft*]/9]; rh* > /3"1 

where rh * = T/,/ln 4 and /3 < 1. If the actual calculated /J exceeds one, 
the value used must be one. Equations (15a), (16), (18), and (19) 
provide the basis of an approximate procedure for all optical depths 
and line structure parameters. 

Comparison With the Isothermal-Gas Zone Method. The most 
common approximation in lieu of exact numerical solution is to as­
sume the gas to be isothermal at a temperature determined by the 
condition of no net energy transfer from the gas. With this assumption 
the last term of equation (3) vanishes. If the resulting equation is 
evaluated at y\ = 0 and ?j = 1 and these are subtracted, the result must 
be zero and the gas temperature is determined by 

E 2Evi{T) D;Ka[Th,} = £ [E„dTi) + Ed(T2)\DiK3{rh] (20) 
i = i ; = i 

Use of the foregoing result in equation (3) with i\ = 0 gives the re­
sult 

Q = 1 + £ BiK3[Thi] (21) 
> = i 

Both equations (20) and (21) are correct in the optically thin limit. 
In the square-root and logarithmic limits the isothermal approxi­
mation will introduce some error since the emission term is incorrectly 
predicted to be — K^T/, ,-] . In the square-root limit Qe

r(Thi) = 
4CVftr/,/3, where C" is a constant different from one for the non-
isothermal gas and equal to one for the isothermal gas. Thus the iso­
thermal approximation mispredicts the emission by the factor 1/C 
while the percent error in Qr is ( C — l)/(2 — C ) in the square-root 
limit. The error problem becomes particularly acute in the logarithmic 
limit where Qe

r(Tilj) = In 4 is exact but the isothermal approximation 
predicts (In T/J, + 7 + l/2)/2 so that the error for each band will be 
somewhat different. The band percent error in Qr is (JFXT/J,) — l)/(2 
- F(Thi)), where F(T,,.) = (In 16)/(ln rhi + y + 1/2). If every rhi — » 
the isothermal approximation underpredicts the magnitude of Qr by 
a factor of two. This is the maximum error expected but it is quite 
substantial. It thus appears that the present approximation procedure 
should be superior to the isothermal-gas method because in practice 
there is always a nonisothermal region near a wall. If the wall is cooler 
than the gas the emission to it is reduced, especially so at larger optical 
depth [16-18]. 

Table 2 Exact and approximate predictions of exponential 
band flux attenuation through a slab in 

radiative equilibrium 

Th 
0.2 
0.5 
1.0 
2.0 
5.0 
10.0 
20.0 
50.0 
100.0 

-Qr 

Reference 
[ 2 2 ] 

0 .1703 
0 .3685 
0 .6211 
0 .9798 
1.6074 
2.1717 
2 .7873 
3 .6489 
4 .3211 

-Qr 
Equat ions 
(16) , (17) 

0 .1695 
0 .3643 
0 .6080 
0 .9485 
1.5539 
2 .1216 
2.7507 
3 .6285 
4 .3089 

*r 
% error 

- 0 . 4 2 1 
- 1 . 1 4 0 
- 2 . 1 1 8 
- 3 . 1 9 0 
—3.330 
- 2 . 3 0 7 
- 1 . 3 1 2 
- 0 . 5 5 8 
- 0 . 2 8 3 

ier/ee i 

0.99 
0.96 
0.91 
0 .83 
0.67 
0.56 
0.46 
0.37 
0.32 

Results and Discussion 
There are a number of radiatively active gases of importance in 

engineering applications. However, it is generally conceded that water 
vapor and carbon dioxide are of most importance in the majority of 
cases. Water vapor is rather more difficult to characterize because of 
its more complex structure. Carbon dioxide, although complex, is 
more tractable. Among the results obtained, those at large optical 
depth in the logarithmic limit are the most interesting. There is 
something to be gained from a specific example. For this purpose a 
hot wall temperature of 1,000 K and a cold wall temperature of 300 
K are taken to bound a pure carbon-dioxide gas at reasonably high 
pressure. For convenience, properties are evaluated at the boundary 
mean temperature of 650 K. In Fig. 1 several different thermal dis­
tributions are plotted for CO2. 6 represents the dimensionless tem­
perature distribution obtained from equation (14), \p is from equation 
(13), and the fa's represent the dimensionless emissive power distri­
bution for each band corresponding to the actual temperature dis­
tribution. A dominant band would have a 4> distribution close to that 
of \f/. In the present case this is true for the 4.311m band. The difference 
between 0; and \[> is an indication of the local imbalance of absorption 
and emission for a given band. Values of 4>i less than \p indicate ab­
sorption dominating emission while the opposite holds if <t>i exceeds 
\//. It is clear that some bands contribute positive and others negative 
components to the local flux divergence and this lends physical sup­
port of the mathematical analysis. Many prior multiband calculations 
have been obtained in the limit of linearized radiation. For this reason 
calculations for a cold wall temperature of 950 K were also performed. 
This gives a ratio (T\ — T^/T\ of 0.05, a value that is expected to show 

Fig. 1 Thermal profiles for an optically thick slab of carbon-dioxide gas 
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some degree of nonl inear effects a l t hough the se are n o t expec ted to 

be overly significant. Qual i ta t ive ly t h e resul t s are s imi lar t o those of 

Fig. 1, b u t as would be expected all of the d i s t r ibu t ions cluster r a the r 

closely a b o u t t h a t of \p. Never the less , t h e dev ia t ion from l inear ized 

behavior is de tec tab le u n d e r these condi t ions . S imi la r observa t ions 

follow from the work of N o v o t n y a n d coworkers [ 7 , 1 1 , 1 2 ] for sub ­

s tan t ia l ly different m a x i m u m t e m p e r a t u r e . 

Al though results of calculations for t h e energy flux based u p o n t h e 

p roposed a p p r o x i m a t e p rocedure would be of in te res t , t he re are a t 

th i s t ime no exact ca lcula t ions for m u l t i b a n d r ad ia t ion wi th which 

a meaningful compar ison could be m a d e . Never the less , it is clear t h a t 

th i s a p p r o x i m a t i o n would be super ior to o the r s cu r r en t ly em­

ployed. 

Conclusions 
T h e analysis has been based u p o n t h e a s s u m p t i o n of rad ia t ive 

equi l ibr ium b u t has a wider applicabil i ty. In par t icular , several prior 

s tud ies of p u r e rad ia t ive t ransfer , which have been res t r i c ted t o lin­

ear ized r ad ia t ion or single b a n d mode ls , can be immed ia t e ly rein­

t e rp re t ed in t e rms of t h e m u l t i b a n d d e p e n d e n t var iable if condi t ions 

allow t h e factorable K2(x) funct ion. M u c h of t h e work of Cess a n d 

coworkers [14] on r ad i a t i ng m e d i a wi th uni form h e a t genera t ion can 

b e e x t e n d e d beyond his l inear iza t ion res t r ic t ion b y an a lmos t t r iv ia l 

re formula t ion . In a s imilar fashion t h e s ing le -band p e r t u r b a t i o n 

analysis of Lin a n d C h a n [26] also ho lds for m u l t i b a n d med ia . T h i s 

work was analyt ical ly res t r i c ted to large opt ica l d e p t h , b u t it was 

found t h a t t h e resul t s were also valid in t h e opt ical ly th in l imi t a n d 

gave good resul t s a t i n t e r m e d i a t e opt ica l d e p t h . T h i s suggests t h a t 

t h e K2(x) funct ion is a lmos t fac torable a t all opt ica l d e p t h for t h e 

exponen t i a l b a n d mode l a n d fur ther s u p p o r t s t h e p remise of t h e ap ­

p r o x i m a t e p rocedure suggested. I t is an in te res t ing obse rva t ion t h a t 

t h e various gray-band models t h a t have been used from t ime to t ime 

do n o t yield to a s imple m u l t i b a n d formula for t h e rad ia t ive flux be ­

cause t h e Kz(x) funct ion c a n n o t be fac tored excep t in t h e opt ical ly 

th in limit. Th i s p rob lem is no t overcome th rough use of a differential 

fo rmula t ion . T h u s , m u l t i b a n d rad ia t ive t ransfer is an example of a 

problem t h a t can actually be made more complicated by the common, 

mul t ip l e , nar row, g r ay -band a s sumpt ion . 

T h e resu l t s ob t a ined m a y have a wider appl icabi l i ty t h a n is im­

med ia t e ly a p p a r e n t . Ne l son [28] has shown t h a t coupled t h e r m a l 

conduction and nongray radiat ive transfer is reasonably approximated 

by s imple superpos i t ion . I t was also observed t h a t t h i s a p p e a r e d to 

be t rue for nonl inear as well as l inearized radia t ion. If t h e two effects 

can be s epa ra t ed t h e n u m b e r of absorp t ion-emiss ion b a n d s shou ld 

be i r re levant and superpos i t ion is expec ted t o give reasonab le est i ­

m a t e s for combined conduct ion- rad ia t ion th rough mu l t i band , p lanar 

media . 
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Optimization of Radiating Fin Arrays 
With Respect to Weight 
A nonlinear optimization approach is used to determine the minimum weight design for 
radiating fin arrays used in space applications. Straight and circular fins of rectangular 
and triangular profile are considered for emissivities in the range of 0.8 to 1.0. The heat 
transfer analysis includes fin to fin and fin to base radiative interactions. The results, 
presented in graphical form, give the optimum geometries for the profiles considered in 
terms of dimensionless parameters. Thus, for specified values of heat transfer rate, base 
cylinder surface temperature and thermal properties of the fin material, these curves may 
be used to design minimum weight fin arrays. Two numerical examples are given. 

Introduction 

The rejection of heat in space is accomplished by the use of ra r 

diating surfaces. The problem considered here is the heat transfer 
from a long cylinder of specified radius r;, emissivity e, and surface 
temperature Tt,. If the required rate of heat transfer per unit length 
of cylinder is greater than 2-ttriatTi,4, the effective surface area must 
be increased by the addition of fins. 

The two types of fin arrays which appear to be most suitable use 
either circular or straight fins (see Fig. 1). In either case there are 
several possible fin profiles which could be selected. A rectangular 
profile is probably the least expensive, but a triangular profile may 
be preferable from the standpoint of heat transfer per unit weight. 
It is unlikely that a nontrapezoidal profile would be selected due to 
manufacturing difficulties. 

Analyses have been reported by Sparrow, et al. [I]1 for circular fins 
of rectangular profile with e — 1 and by Karlekar and Chao [2] for 
straight fins of trapezoidal profile. The results given in reference [2] 
could be used to obtain a minimum mass design. Fin to base interac­
tions were neglected in their analysis, however, and the results may 
not be directly applied to cases where the heat transfer rate is specified 
and the geometry of the fin array is to be determined. 

More recent analyses [3, 4] have treated both types of fin arrays. 
The radiating surfaces are assumed gray and the fin profiles are 
trapezoidal. Fin-to-fin and fin-to-base radiative interactions are in­
cluded. Utilizing dimensionless design and operating parameters, 
results are presented in [3, 4] which can be used to predict the heat 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
May 10,1976. 

Journal of Heat Transfer 

transfer from a fin array for specified values of base surface temper­
ature, emissivity and thermal conductivity of the fin material, and 
geometrical parameters. These results can be used to obtain a mini­
mum weight design, but this entails a trial-and-error procedure and 
a large amount of cross-plotting. The purpose of the work reported 
here is to perform the optimization with respect to weight for straight 

H u k -

Fig. 1 Circular and straight fin arrays 
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and circular fin a r rays of rec tangula r a n d t r i angu la r profiles a n d t o 

present results which can easily be used to obtain t h e m i n i m u m weight 

designs. 

Optimizat ion of F i n A r r a y s 
The numerical method consists of two major algorithms. The first 

is the numerical solution of the temperature distribution and resulting 
heat transfer for the specified type of fin array (circular or straight). 
The second algorithm performs the optimization of the fin array with 
respect to weight. Each of these algorithms will be discussed in some 
detail. 

Heat Transfer Algorithm for Circular Fin Arrays. The 
analysis is based on the following a s sumpt ions . 

1 Steady-state operation is assumed. 
2 The temperature distribution in the fin is one-dimensional. 
3 The tube surface is isothermal. 
4 All surfaces are radia t ive ly gray a n d diffuse a n d have t h e s a m e 

emissivity. 

5 There is no incident radiation from external sources. 
6 Thermal conductivity is a constant. 
7 The fin thickness at the base is small compared to the spacing 

between the center planes of adjacent fins. 
The determination of the temperature distribution in the fin and the 
heat flux from the array requires the simultaneous solution of the 
differential equation for heat conduction in the fin and the equations 
of radiant heat transfer in a nonisothermal gray enclosure formed by 
two adjacent fins, the segment of tube surface between them, and 
space. The conduction equation is 

d2T 1 idt 
—r + ~( — + 
dr2 t \dr 

T h e b o u n d a r y condi t ions are 

;) dr' 

2qr_ 

kt 
(1) 

T=Tb at r = n 

and 

dT/dr= -aeT4/k at r = r0 

Equation (1) may be nondimensionalized using 

X = r/r0, Y = t/tt, Nt = t0/ti 

and 

Nc = 2ocTb'
sri2/k0ti 

The result is 

d20 | 1 /dY | Y\ dd = NR
2Nc(qrhTb

4) 

dX2 Y \dX XI dX eY 

For a trapezoidal profile 

y = 1 + (XNR - l)(Nt - 1)/(NR - 1) 

and 

(2) 

(3) 

dY 
— = (Nt 
dX 

1)NR/(NR-1) 

The boundary conditions are 

6 = 1 at X = 1/JVfl 

and 

dO aeTb
3r0 

dx" k 
a t X = l 

(4) 

(5) 

(6) 

The relationship between qr and T must be obtained by solving the 
problem of radiation with a nonisothermal gray enclosure. Since a 
numerical solution is used, it is convenient to introduce the finite-
difference approximation, and assume that each annular strip of fin 
surface (shown in Fig. 1) having width Ar and circumference 2ir(r + 
Ar/2) has a uniform temperature Tj, where 1 < j < N and N is the 
number of strips. The applicable radiation equations [5] are 

where 

iv+1 
D XijBj = fi; 

J = l 

&ij-(l-ti)FAi-Ai 

Xij = 

(7) 

(8) 

(9) 

and 

Qj = aTj4 

* ° ^ J 
&ij = . . 

1 i=J 
N o t e t h a t t h e i so the rmal t u b e surface is also included, giving rise to 

(N + 1) equa t ions . T h e local surface h e a t flux m a y be c o m p u t e d 

from 
N+l 

Qr, = £ Ayfiy 

J = l 

or in d imensionless form 

o-TV 
E M J 

where 

and 

Ay = [e,/(l - ei)](Sij - in) 

(10) 

(ID 

The simultaneous solution of equations (3)-(l l) constitutes the 
solution of the problem. 

The numerical method used to obtain the temperature distribution 
and heat flux in the fin array proceeds as follows. The parameters NR, 
NL, and Nt specify the geometry. In addition, e and Nc are specified. 
A subroutine is then called which calculates all angle factors using the 

•Nomenc la ture . . 

Ap = to ta l profile area of a s t ra ight fin array, 

NFw(ti + t0)/2 

AR = reference area, aT^r^/k 
F = combined design criterion 
k = thermal conductivity 
L = center to center spacing between circular 

fins 
p = penalty function parameter 
qr = local radiant heat flux 
Q = heat transfer rate per unit length of fin 

array 
;• = radial location 

r, = tube radius 
ro = outside radius of circular fin 
t = local fin thickness 
tj = thickness of fin at the root 
in = thickness of fin at the tip 
T = local fin temperature 
Tb = base temperature 
VR = total fin volume per unit length of array 

for circular fins of rectangular profile, 
equation (4) 

VT = total fin volume per unit length of array 
for circular fins of triangular profile, 
equation (3) 

V = dimensionless volume per unit length of 
fin array 

w = width of straight fin 
t = emissivity 
a = Stefan-Boltzmann constant 
Nc = conduction number, 2atTbiri2/(kti) 
Np = number of straight fins 
NL = L/n 
NR = r0/n 
Nt = to/tt 

Nw = w/n 
Q* = Q/(2m«rTb

4) 
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contour integral method discussed in reference [5]. Then the [x] 
matrix is calculated using equation (8) and is inverted to form the [i//] 
matrix. Note that if emissivity is assumed constant, the inversion is 
done only once since the terms are not temperature dependent. The 
[A] matrix may then be calculated from equation (11). 

An initial assumption of the temperature distribution is now made 
and an iterative solution proceeds as follows. 

1 The local radiant heat flux (based on the assumed temperature 
distribution) is calculated from equations (9) and (10). 

2 The total heat transfer from the fin is computed by summing the 
local fluxes multiplied by their respective areas, and adding the 
radiative loss at the end of the fin. 

3 The radiative heat transfer is equated to conduction at the base 
to determine dd/dX at the fin base (first node point). 

4 The Runge-Kutta-Nystrom method [6] is then used along with 
the local radiant heat fluxes obtained in step 3 to calculate a new 
temperature distribution. 

5 If the distribution is not identical to the assumed distribution 
within a set tolerance, steps 1-4 are repeated until convergence is 
obtained. 

6 Results including the dimensionless total heat flux2 from the fin 
array, Q*, are then computed. 

The final result of this numerical analysis may be expressed func­
tionally as 

Q* = h(NR, NL, Nt, Nc, f) (12) 

Given any combination of the independent dimensionless parameters 
in equation [12], the heat transfer algorithm may be used to compute 
Q*. 

The total fin volume per unit length of array for circular fins of 
triangular profile is 

VT = *ti[VsO-o2 + ron - 2r,-2)]/L (13) 

For fins with a rectangular profile, the volume is 

VR = irtdro2 - rft/L (14) 

Note that these parameters have units of (length)2. A dimensionless 
volume per unit length may then be found by dividing these values 
by the reference area 

AR = cTb
3n3/k 

The resulting expressions are 

V=% MNR
2 + NR- 2)/(NCNL) (15) 

and 

V = 2*-f(iVfl
2 - 1)/(NLNC) (16) 

for triangular and rectangular profiles, respectively. 
Heat Transfer Algorithm for Straight Fin Arrays. The pro­

cedure used for straight fin arrays is quite similar to that used for the 
circular fin arrays: The heat transfer algorithm [4] (similar to that used 
for circular fins except for changes related to geometry) is used to 
calculate 

Q* = HNF, N,„, Nt, Nc, e) (17) 

The variables Np and Nw replace the NR and NL values used in the 
circular fin analysis. Note, however, that NF takes on only integer 
values. The dimensionless volume in this case is obtained by dividing 
the profile area (volume per unit length of array) by the reference area 
AR. The profile area is 

AP = NPw(ti + t0)/2 (18) 

Then 

2 Q* is the ratio of radiation from the fin array (including the tube) to the 
radiation which would be emitted by an unfinned tube having the same tem­
perature and emissivity. 

V = NFNwe(l + Nt)/Nc (19) 

V is minimized with respect to the independent variables Nw and 
NF. 

Optimization Technique. In a practical design situation, values 
of k, e, ri, Tb, and Q would be specified. The value of Nt (= toA;) is 
selected as either zero or unity (triangular or rectangular profile) and 
Q* is calculated. To be determined would be the remaining geomet­
rical parameters, viz 

circular fins, ro, L, i; 

straight fins, r0, £,-

compatible with the specified parameters such that the total array 
weight is minimized. Finding the minimum weight design is, for all 
intents and purposes, equivalent to minimizing volume. Accordingly, 
the problem is now to 

minimize array volume V 

subject to a specified value of Q* 

for each of the fin types and profiles. The following table identifies 
the respective equations from the preceding analyses. 

(Equation number) 
Fin type Objective, V Constraint Q* 
Circular fin 

rectangular profile (16) (12) 
triangular profile (15) (12) 

Straight fin 
rectangular profile (19) (17) 
triangular profile (19) (17) 

For each type of fin array the entire nonlinear heat transfer problem 
as presented in the foregoing must be solved to determine these 
quantities, for each hypothesized design. The problem is now for­
mulated as a nonlinear optimization problem, for which there are a 
number of standard algorithms which may be used to optimize a 
nonlinear function of several variables subject to various types of 
constraints. 

After a fairly large amount of "experimentation" with different 
algorithms, a combined approach using the Fletcher-Reeves conjugate 
gradient method followed by a Hooke-Jeeves direct search was em­
ployed. To use these algorithms in their standard forms [7] entails 
formulation of a combined design criterion, or penalty function, as 
follows 

minimize F = V + P(Q*DESIGN - Q*CALCULATED)2 (20) 

where the second term penalizes deviations from the desired Q*. For 
each value of a sequence of increasing p, F is minimized until the 
deviations are arbitrarily small, indicating an optimal (minimal) value 
of V in terms of the design variables for a specified Q*. This approach 
is equivalent to the original problem and is a standard technique 
[8]. 

It is not uncommon—as was the case here—to find some algorithms 
which perform better than others on given types of problems, for 
reasons which very often are not clear. These problems appear due 
to the strongly nonlinear nature of the basic model.3 To illustrate the 
nature of the problem and the necessity of the tandem algorithm 
approach, consider the shape of the design objective function for the 
circular fin of triangular profile, as shown in Fig. 2. 

The objective function is characterized by being relatively flat with 
respect to NL, but shows distinct minima for NR and Nc, when each 
variable is considered independently for representative values of the 
other variables. The second derivative d2V/dNi,2 is very small in the 
vicinity of (NROVV Ncm)- Thus, NL, could be varied by a relatively large 

3 This also results in long computation times of approximately 12 s per 
function evaluation on a XDS Sigma-7 computer for circular fin cases. 
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Fig. 2 Design region 

amount without any appreciable variation in V minimum. Typical 
values in this region for ANL and AV were 0.08 and 0.001, respectively. 
Thus in the vicinity of the optimum, the design space (Fig. 2) is seen 
to be an elongated narrow valley. The slope of the sides of the valley 
become steeper as a result of the distortion introduced by the penalty 
function. From a design point distant from the valley, the Fletcher-
Reeves (gradient-type) algorithm moved rapidly to a region containing 
an optimum, then bogged down, resulting in a number of pseudo-
optima. (The Hooke-Jeeves direct search would also "work" from such 
starting points, but very slowly.) Once in the valley the initially more 
rapid Fletcher-Reeves algorithm generated directions nearly or­
thogonal to the best direction to go to get to the minimum of V (due 
to indistinctness of the partial derivatives) and would cease to make 
progress. At this point, the solution technique was switched to the 
more robust (but slow) Hooke-Jeeves algorithm which then converged 
to a minimum. This interrelationship of the algorithms and heat 
transfer solutions are shown in the flow chart, Fig. 3. 

To summarize, the direct search algorithm performed very slowly 
from distant starting points. Accordingly a number of "optima" were 

calculated using Fletcher-Reeves and a single value of the penalty 
parameter p . These were used as starting points for the Hooke-Jeeves 
direct search. The Hooke-Jeeves algorithm was then implemented 
with a progressively increasing weighting factor in the penalty func­
tion. This technique proved very successful in generating the re­
maining points for the design curves presented in Figs. 4-7. In most 
cases final convergence was obtained in under 5 min of computer time. 
For each of the four cases considered here convergence to an optimum 
always occurred, and essentially the same optimum was achieved from 
various starting point, implying global optima in all cases. 

In the case of the circular fins, all variables (JV/,, NR, NC) are ma­
nipulated simultaneously in the optimization algorithm. For straight 
fins because NF takes an integer value only a value of Nf is selected 
and optimization is then carried out with respect to Nw and Nc- This 
is repeated for different values of Np to determine the optimum de­
sign. 

Results 
Results for circular fins of different profiles are presented in Figs. 

4-6, which give optimum values of Ni, NR, NC as functions of Q* for 
emissivities between 0.8 and 1.0. Fig. 7 and Table 1 give results for 
straight fins in terms of Nc and Nf. 

The results presented here may easily be used to obtain the mini­
mum weight design of an array of straight or circular fins of triangular 
or rectangular profile having emissivities between 0.8 and 1.0. It is 
assumed that e, k, /•;, Tb, and Q are given. Q* may then be calculated. 
Sample calculations using a range of Tb and Q which might occur in 
practical applications show the straight fins to be superior from the 
standpoint of heat transfer per unit weight. These studies also reit­
erate the fact that triangular profiles are superior to rectangular 
profiles for both designs. 

Circular Fin Arrays. The results plotted in Figs. 4-6 are optimal 
at each value of Q*, since in general the value of Q* is determined by 
the application. Other values of NL, NR, and Nc will give heavier 
arrays. It is interesting but probably not significant that in Fig. 5 a 
maximum spacing between fins is indicated at Q* ~ 3.0 for triangular 
profiles and 2.0 for rectangular profiles. Similarly Ncolsl shows minima 
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at high Q*, in Fig. 6. Example calculations are given in the Appendix. 
The triangular profile is lighter than fins of rectangular profile for the 
same independent variables. 

Straight Fins. Four fins were found to be optimum for both the 
triangular and rectangular profiles with e = 1. Five fins were found 
to be slightly better for the e = 0.8 cases. This is in agreement with the 
result of reference [2]. The difference in weight between the best de­
signs using 4 and 5 fins was only about 5 percent so that results are 
presented for both cases. The variation of A/Vopt with Q* was found 
to be linear and may be represented by 

Nwol C(Q* - 1) (21) 

where C is given for each of the six cases considered in Table 1. The 
variation of Ncm with Q* is given in Fig. 7. If straight fins are selected, 
Table 1 is used to find the optimum number of fins and the coefficient 
to be used in equation (21) for the calculation of Nwopl- For e between 
0.8 and 1.0,4 fins may be selected and linear interpolation may be used 
to obtain C. Fig. 7 is used to determine Ncopt. The fin thickness and 
width are then computed from the definitions of Nw and Nc- As with 
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circular fins, triangular profiles are superior (lighter) for a given heat 
transfer. Example calculations are in the Appendix. 

Conclusions 
The results presented here may be used to obtain the minimum 

weight design of an array of straight or circular fins of triangular or 
rectangular profile having emissivities between 0.8 and 1.0. It is as­
sumed there is no incident radiation from any external source. The 
procedure for obtaining the optimum design is illustrated by the ex­
ample problems. The heat transfer algorithms used in this work were 
shown [3,4] to give excellent agreement with the analyses of references 
[1, 2]. These results are directly applicable when the required heat 
transfer rate, tube surface temperature, and material thermal prop­
erties are known and the array geometry is to be determined. 

Sample calculations using a range of values of Tb and Q which 
might occur in practical applications show the straight fins to be su­
perior from the standpoint of heat transfer per unit weight. These 
studies also show the triangular profiles to be superior to rectangular 
profiles. 

Computations times on an XDS Sigma-7 computer were in general 
quite long especially in the case of the circular fins due to the difficulty 
of the problem. Using an algorithm combining Fletcher-Reeves and 
Hooke-Jeeves methods. Convergence to an optimum always occurred 
(in 5-10 min) and the same optima were achieved from various 
starting points, implying global optima. 
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APPENDIX 
Example Problem-Circular Fin Array. Consider a tube having 

an outside diameter of 3 cm transporting a condensing fluid at a 
temperature of 150°C. Heat is to be rejected at a rate of 500 W/m of 
length. Circular aluminum (k = 208W/m K) fins of triangular profile 
are to be used. A surface coating gives t = 0.9. Determine the optimum 
fin array design. 

From Figs. 4-6, interpolating between curves 1 and 2 iVflopt = 5.6, NLopt 

= 1.9, and iVCopt = 0.023. Then r0 = NRn = 4.88 cm, L = NLn = 2.85 
cm, and U = 2<r«Tf,3/v2/(kiVc) = 0.0363 cm. The total fin volume per 
unit length of array (equation (13)) is 0.355 cm3. For a rectangular 
profile, using the same procedure, the fin volume per unit length of 
array is 1.35 cm3. 

Example Problem-Straight Fin Array. The example consid­
ered here is identical to that used previously for the circular fin array 
except an array of straight fins of triangular profile is to be used. 

Again, Q* = 3.25 

We select 4 fins. This number is optimal for e = 1.0 and gives a mass 
within 5 percent of the minimum (obtained with a 5 fin array) at e = 
0.8. Interpolating between cases 1 and 2, C = 2.12. 

From equation (21), NWopl = 4.77. 
From Fig. 7, NCopt = 0.04. 
Then w = Nwri = 7.16 cm 
U = 2atTb

sn2/(kNc) = 0.0209 cm 

The total fin volume per unit length of array (equation 18) is 0.299 
cm3. Note that this is smaller than that for the circular fin array by 
a factor of 1.19. For a rectangular profile, the fin volume per unit 
length of array is 0.452 cm3. 
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Heat Transfer From Spheres in 
the Naturally Turbulent, Outdoor 
Environment 
Heat transfer coefficients from spheres were measured in a naturally turbulent, outdoor 
environment and compared to measurements made in wind tunnels at various turbulent 
intensities. The experiments were performed using spheres of three different diameters 
placed at different heights relative to the ground surface. The time-average values of Nus-
selt number and Reynolds number were obtained over 5-min time periods. Over the Reyn­
olds number range 2000-35,000, the value of the Nusselt number obtained outdoors was 
up to 2.2 times the values determined in low turbulent intensity wind tunnels. The data, 
averaged for each sphere at each height, showed an average enhancement of the Nusselt 
number that decreased with height from 1.8 to 1.1. The heat transfer enhancement was 
found to be essentially independent of Reynolds number and correlated with the ratio of 
height above the surface to the sphere diameter. Standard micrometeorological theory 
was used to estimate the turbulence intensity as a function of height above the ground. 
The enhancement in heat transfer was found to be mainly correlated with turbulence in­
tensity. The results for all but the lowest placed spheres are in substantial agreement with 
results using artificially induced turbulence. 

Introduction 

The recent interest in mechanistic ecology has encouraged the 
development of models for the thermal response of animals in the 
outdoor environment. The convective heat flow to or from an animal 
is determined by both the microclimate and the shape and orientation 
of the animal. The convection coefficient is usually predicted using 
the results of wind tunnel tests on either physical models of the animal 
or simple geometric models such as spheres, cylinders, or circular 
disks. An inherent deficiency in this approach is that the wind tunnel 
flow does not reproduce the character of the turbulence found in the 
outdoor environment. The natural wind has larger turbulent inten­
sities and scale than the usual wind tunnel air stream. 

The effect of atmospheric turbulence is to increase the heat transfer 
coefficient over that from wind tunnel correlations for low turbulence 
intensity. In an experimental investigation using circular disks to 
model plant leaves, Pearman, et al. [I]1 found 50 percent higher heat 
transfer coefficients outdoors than in low turbulent intensity wind 
tunnels. Jackson [2], in a study on deer antlers, found a 30 percent 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript re­
ceived by the Heat Transfer Division. Paper No. 75-WA/HT-57. 

increase in the heat transfer rate from cylinders outdoors over stan­
dard correlations. While plant leaves may be satisfactorily represented 
by disks, animals are more closely modeled by spheres and cylinders. 
In this paper, an experimental investigation of heat transfer from 
spheres located at different heights in the atmospheric boundary layer 
near the earth's surface will be described. These results will be useful 
to engineers, biologists, zoologists, etc., studying heat and mass 
transfer from shapes outdoors. 

Heat transfer results for spheres in wind tunnels both with and 
without artificially induced turbulence have been obtained by a 
number of authors. The early work of Williams, as reported by 
McAdams [3], is commonly referenced in many textbooks as the 
standard correlation for spheres. The correlation of Knudsen and Katz 
[4], also widely reported, yields about 40 percent lower heat transfer 
coefficients over the Reynolds number range of 103-105. Recent 
studies by Yuge [5] and Raithby and Eckert [6] yield results in good 
agreement with the correlation of Knudsen and Katz. This indicates 
that the correlation presented in McAdams does not represent low 
turbulent intensity conditions. 

Experimental evaluations of the overall heat transfer coefficient 
for spheres in wind tunnels with artificially induced turbulence have 
been made by Maisel and Sherwood [7], Yuge [5], Lavender and Pei 
[8], Galloway and Sage [9, 10], and* Raithby and Eckert [6]. These 
results have been analyzed by Galloway and Sage [9] to provide a 
correlation of the heat transfer with the turbulent parameters. The 
results from these studies show that heat transfer enhancement over 
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the low turbulence intensity value is dependent on turbulence in­
tensity, and increases with increasing Reynolds number. The work 
of Yuge indicates little enhancement below a Reynolds number of 
about 4 X 104. All of these results indicate that the scale of turbulence 
has a small or insignificant effect. The results of these studies will be 
discussed in more detail in comparison with the experiments pre­
sented here. 

In order to compare the heat transfer from spheres located in the 
atmospheric boundary layer with that obtained in wind tunnel testing, 
the turbulence parameters must be known. The velocity profile, 
turbulence intensity, and eddy size will be evaluated using known 
micrometeorological relations [11, 12] which are presented later. 

The adiabatic velocity profile for the atmospheric boundary layer 
is given by 

u/v* 

u / v * = (l/K) In (z/z0 + 1) (1) 

This relation is developed for adiabatic conditions, but is valid within 
about 2 m of the surface under daytime heating conditions [11,12]. 
For the test site at Fort Collins, Colorado, the roughness height ZQ was 
determined from the measured velocity profiles to he 1 cm. The 
nondimensional measured velocity profile is shown in Fig. 1, The data 
were taken over a three week period and demonstrate that equation 
(1) is valid for these tests. 

The theoretical development of equation (1) is based on the mixing 
length theory of Prandtl applied to the atmospheric boundary layer. 
The average mixing length, which will be used to estimate the tur­
bulent scale of the flow, is given by [12] 

t = K(z + z0) (2) 

The average fluctuating velocity component in the flow direction, u', 
is related to the average mixing length by 

u' = tdu/dz (3) 

By combining the logarithmic velocity profile, equation (1), and the 
mixing length, equation (2), the fluctuating component from equation 
(3) can be equated to the shear velocity: 

W = v* (4) 

The turbulent intensity for the atmospheric boundary layer can be 
obtained by combining equations (1) and (4) to yield 

Tu = K/ln (zlz0 + 1) (5) 

The calculated turbulent intensity and scale for the atmospheric 
boundary layer are shown in Fig. 1 for the test site. The mixing length 
increases linearly with distance above the surface to 80 cm at 200 cm. 
The turbulence intensity decreases with increasing height from about 
20-30 percent near the surface to about 8 percent at 200 cm. 

E x p e r i m e n t a l M e t h o d 
Field Tests. The site at which the heat transfer tests were con-
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Fig. 1 Turbulence intensity, mixing length, and velocity profile within the 
atmospheric boundary layer 

ducted was a short grass prairie located near Fort Collins, Colorado. 
There were no major obstructions for approximately 0.8 km (0.5 mi) 
up-wind of the test area. The wind varied from 1 to 8.5 m/s during the 
tests. The tests were conducted using pairs of heated and unheated 
spheres with diameters of 3.81, 5.08, and 7.62 cm (1.5,2, and 3 in.). The 
unheated sphere was used as a reference for the heated sphere to 
cancel out solar and long wave radiation inputs. 

The large 7.62 cm dia spheres were copper spherical shells with a 
shell thickness of 0.159 cm and instrumented with electrical resistance 
heaters. The temperature variation between four thermocouples 
soldered to the inside surface was found to be less than 0.4° C, verifying 
that the sphere was isothermal. These thermocouples were connected 
in parallel to allow an accurate measurement of the average sphere 
temperature during heat transfer tests. The two smaller heated 
spheres were solid copper and the corresponding unheated spheres 
were solid aluminum. Thermocouples were located within 0.635 cm 
of the surface to measure surface temperature. These solid spheres 
were assumed to be isothermal since the maximum Biot number for 
the field tests was 0.003. 

The electrical leads from the heaters and thermocouples for each 
sphere passed through a stem constructed of stainless steel tubing. 
The stem was attached to the sphere by means of a teflon insert to 

A = surface area of the sphere 
Ap = projected area of sphere 
D = diameter 
h = convection coefficient 
K = Karman constant (0.4) 
k = air thermal conductivity 
( = mixing length 
(mc) = thermal capacitance 
N U T = Nusselt number for high turbulence 

intensity, hD/k 
Nu = Nusselt number for low turbulence in­

tensity 
P = electrical power dissipation 

qir = net longwave radiation interchange 
between the sphere and the sky, ground, 
and air 

qsal
 = incident solar radiation 

Qstem = conducted heat flow along 

Re = Reynolds number, uD/v 

S = Strouhal number, fD/u 

T = temperature 

Tu = turbulent intensity, Vu'2/u 

u = time-averaged velocity 

u' = fluctuating velocity component in flow 

direction 

v* = shear velocity = Vrjp 
z = height 
ZQ = soil surface roughness height 
a = solar absorptivity 
r = time 

Subscripts 

a = air 
h = heated sphere 
s = sphere 
u = unheated sphere 
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reduce stem conduction. The ratio of the surface area of the teflon 
insert to the sphere surface area was less than 0.03, with the ratio of 
the stem diameter to sphere diameter less than 0.13. Spheres were 
tested with the stem vertical. 

The energy balance for the unheated surface equates the difference 
between the solar and net infrared radiation inputs and the stem 
conduction and convection outputs to the change in thermal energy 
stored. 

dTu auAPMqSBi + qir - qstem,u - huAu(Tu - Ta) = (mc)u ~ - (6) 

«/.Ap,/,<jsoi + qir + P- dstem,/. - hhAh(Th - Ta) = (mc)h (7) 

The energy balance on the heated sphere includes the electrical power 
input P 

dTh 

d7 

Equation (6) shows that the temperature of an unheated sphere will 
not necessarily be equal to ambient air temperature due to solar and 
long wavelength radiation inputs. Equations (6) and (7) can be com­
bined to simplify the calculations and cancel these environmental 
inputs. 

The temperature difference between the two spheres was directly 
recorded. It is convenient to express the difference in energy storage 
using the measured temperature difference as 

(mc)h 
dTh ( ^ dT« (mc)„—— = 

dr 
{mc)i 

d(Th - Tu) 
(8) 

where the (mc) product is taken as the thermal capacitance of the 
heated sphere. The capacitance of the heated spheres was not equal 
to that of the unheated spheres. However, the change in the temper­
ature of an unheated sphere was less than 0.1 ° C for any test, while that 
for a heated sphere was as large as 5°C. Thus, the unheated spheres 
remained essentially at constant temperature relative to the heated 
sphere during testing, and equation (8) is a valid approximation. 

The difference in the net longwave radiation term for the two pairs 
of copper and aluminum spheres was found to be less 0.3 percent of 
the convection losses and was neglected. Measurements and sup­
porting calculations showed that the maximum temperature differ­
ence due to differences in solar radiation properties of the two polished 
smaller spheres was less than 0.8°C, with an average difference of 
0.25°C. This is about 3 percent of the overall temperature difference, 
and negligible. The largest spheres were both of copper with no dis-
cernable difference in thermal properties. 

The difference between the stem conduction terms for the heated 
and unheated spheres was found to be less than 2.5 percent of the 
power input and storage terms and was neglected. The convection 
coefficient was determined by combining equations (6)-(8) 

h- [ - (mc)h 
d(Th-TuY 

[A(Th-Tu)\ (9) 

For nominal conditions the expected error in the convection coeffi­
cient computed from equation (9) is ±8 percent based on the given 
information and with instrument errors in P and (T/, — Tu) of 3 and 
2 percent, respectively. 

During the field tests, a pair of polished spheres was placed at 
heights of 10, 40, and 200 cm above the ground. A cup anemometer 
was located at the sphere test height and adjacent to the support stand 
to provide a measurement of the air velocity over each sphere. Air 
temperature was measured using shielded thermocouples. 

The power input to the heated sphere was set to produce an initial 
temperature difference of 15°C between the two spheres. This dif­
ference insured accurate temperature measurements, and did not 
create free convection effects during relatively calm conditions. The 
power and anemometer readings were averaged over 5-min intervals, 
and the sphere temperature difference was continuously measured 
using a Rustrak recorder. 

The nature of the wind is that the wind speed is not constant over 
time periods on the order of 5 min. The heated sphere temperature 
is thus also not constant and two convection coefficients can be cal­
culated from the data using equation (9). An instantaneous convection 
coefficient can be calculated from the heat flow divided by the in­

stantaneous temperature difference, and this can be averaged over 
the test period. A mean convection coefficient can be calculated using 
the total heat flow and the average temperature difference. The dif­
ference between these two convection coefficients was 2 percent. In 
the present study, mean convection coefficients based on 5-min test 
periods are used. 

Wind Tunnel Tests. The convection coefficients for the spheres 
were also measured in a wind tunnel to verify the field measurement 
techniques and also to provide a base for comparisons between the 
standard relations and those for the outdoor environment. A 15.25-cm 
(6-in.) dia free discharge wind tunnel with a turbulent intensity less 
than 2 percent was used. Air speed was measured with a hot wire an­
emometer. 

A sphere was mounted in the discharge plane of the wind tunnel, 
and heated 20° C above the air temperature. Corrections were made 
for radiation and stem conduction. Blockage effects due to the rela­
tively large frontal area of the spheres compared to the wind tunnel 
area were found to be important, and the velocity was corrected using 
one-dimensional flow relations for this tunnel [13]. This correction 
to the velocity was 33.3 percent for the 7.62-cm spheres and 6.6 per­
cent for the 3.81-cm spheres. The error in the heat transfer coefficient 
was estimated to be 5 percent. 

Results and Discussion 
The measured convection coefficients for the wind tunnel tests are 

summarized in Fig. 2. The least-squares regression for the wind tunnel 
tests was found to be 

Nu = 0.43Re0-54 (10) 

for the test Reynolds number range of 2000-35,000. The Nusselt-
Reynolds number correlation of McAdams [3] over the Reynolds 
number range 17-7 X 104 is 

Nu = 0.37Reoe (11) 

Knudsen and Katz [4] give for the Reynolds number range 1-7 X 104 

the following relation 

Nu = 2.0 + O.GPr^Re0-5 (12) 

The data of Yuge [5] for Reynolds number greater than 1.8 X 103 is 
correlated by 

Nu = 2 + 0.3Re0-6664 (13) 
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(4) Yuge Nu = 2 + 0.3 R e 0 5 6 6 4 
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Fig. 2 Comparison of wind tunnel results to results cited by McAdams [11] 
and Knudsen and Katz [12] 
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I05 

The correlation of Raithby and Eckert [6] for a sphere supported by 
a cross support is 

Nu = 0.291Re0-585 (14) 

Equations (11)-(14) are also shown in Fig. 2 in comparison to the 
present wind tunnel data. The present results are in good agreement 
with the more recent correlations over the Reynolds number range 
of the tests. Equation (10) was used as a base for determining en­
hancement in order to account for any biases introduced by the ex­
perimental technique. 

The heat transfer results from the field tests are shown in Fig. 3 in 
comparison with the wind tunnel tests. The outdoor heat transfer 
coefficient is consistently higher than the wind tunnel value at a given 
Reynolds number. There is considerable variation in the data, with 
up to a two-to-one difference between tests of the same sphere at the 
same height. This variation is probably due to the different wind ve­
locity-time pattern over different test periods; the wind speed fluc­
tuates by up to a factor of three-to-one over a 5-min period. The cup 
anemometer measures a different velocity (approximately the root 
mean square) than that sensed by the heated sphere (approximately 
the average of the square root of the velocity). Thus, the same time-
average velocity may not always yield the same total heat flow. 

The field data are assumed to be related to wind tunnel data by a 
constant enhancement defined as the ratio of the field to wind tunnel 
Nusselt number. This assumes enhancement is independent of 
Reynolds number, which differs from other studies. For our data, 
there is no statistically significant effect of Reynolds number on en­
hancement. The overall average enhancement for the field data is 1.23. 
The enhancement for each sphere at a given height ranges from 1.0 
to 2.2 with standard deviations of ±0.2. As discussed later, the.en-
hancement for the field data is a function both of sphere diameter and 
height above the ground surface, and an average enhancement is not 
too meaningful. 

The average enhancement over all velocities was determined for 
each sphere at each height. As shown in Fig. 1, eddy size and turbulent 
intensity are functions of height only, and thus this average will not 
obscure the interactions between the turbulent parameters and the 
size of the spheres. The average enhancement is plotted as a function 
of height in Fig. 4. The standard deviation of the data about the av­
erage for each group is approximately ±10 percent. The data show 
that the enhancement decreases with height, while at any given height 
the enhancement is greater for a larger sphere. 

The enhancement factors are replotted as a function of the ratio 

I Standard Deviation 

o 3.81 cm diameter 

A 5.08 cm " 

a 7.62 cm ii 

40 60 80100 200 
Z , cm 

400 600 1000 

Fig. 4 Average increase in heat transfer for spheres versus height 

of height to sphere diameter in Fig. 5. The correlation with z/D as 
presented in Fig. 5 shows a more consistent trend of decreasing en­
hancement with increased relative height than does the relation 
represented in Fig. 4. 

The present results may be compared to the results of other in­
vestigators who employed artificially induced turbulence in wind 
tunnels. The comparison is made with the empirical relation deter­
mined by Galloway and Sage [9]. This relation includes the work of 
20 studies, and for the low Reynolds number range of the present test 
is given by reference [9], equation (14): 

(Nu - 2)/(Re1/2Pr1/3) = 0.5747 + [0.1674 TU(TU - 0.05628) 

+ 0.001449]Re1/2Pr1/6 (15) 

The standard deviation of data used to generate the correlation is 
0.0786, or about 10 percent of the value from equation (15). Fig. 3 of 
Galloway and Sage also demonstrates the variations that exist even 
for tests performed in controlled environments with artificial tur­
bulence. 

Equation (15) was evaluated for the turbulent intensities corre­
sponding to heights of 10, 40, and 200 cm and the relations are plotted 
in Fig. 6. There is seen to be a consistent enhancement of heat transfer 
with both increasing Reynolds number and turbulent intensity. While 
the data from any one investigation may differ from that of Fig. 6, 
equation (15) does represent a consensus of the results. 

The data of the present study are compared to the correlation in 
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Fig. 5 Heat transfer enhancement as a function of the ratio of sphere height 
to sphere diameter 
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Fig. 6. For the 200- and 40-cm heights, the value of Nusselt number 
for all three spheres was averaged to facilitate the comparison. For 
the 10-cm height, the heat transfer for each sphere alone was used. 
It is seen that within the spread of the present data and the accuracy 
of the correlation, the tests at 200 and 40 cm, and the 3.81-cm sphere 
at 10 cm agree with the results obtained using artificially induced 
turbulence. 

The results for the 7.62-cm sphere at 10 cm are considerably higher 
than those of other investigators. A possible reason for this difference 
is the interaction between the sphere and the ground. A maximum 
blockage effect can be estimated assuming that the sphere is in a 
square duct with sides equal to twice the height of the sphere from 
the ground. This would increase the velocity around the sphere 13 
percent at most, and produce a 7 percent increase in Nusselt number. 
This would not account for the observed 26 percent difference in 
enhancement between the two spheres at 10 cm. It is also possible that 
the presence of the ground would act to confine the wake at the rear, 
but the magnitude of this effect is not known. Also, the sphere is in 
the atmospheric boundary layer, which is a shear flow, and there 
would be a deflection of the wind downward. However, the deflection 
would have to be on the order of several meters to produce the ob­
served increase, which is unreasonable. 

It is also possible that the length scale of turbulence influences this 
particular test. The ratio of mixing length to sphere diameter {(ID) 
is 0.46 for this condition. However, other studies have determined that 
the scale effect is small. The results of Raithby and Eckert [6] show 
a small (4 percent) change in enhancement as tlD changes from 0.08 
to 1.0. The correlation, of Yuge [5] would indicate a 15 percent dif­
ference between the two tests at 10-cm height. The conclusions of 
Maisel and Sherwood [7], Lavender and Pei [8], and Galloway and 
Sage [10] are that scale has a negligible effect, and these studies in­
clude tests conducted at values of (ID up to 0.5. It appears that near 
the ground, different mechanisms may influence the transfer of heat 
from the sphere. 

The results in Fig. 6 show a slight increase in enhancement with 
Reynolds number. This is a result of using the experimental relation, 
equation (10), as a base for computing Nusselt number at any height 
for Fig. 6. If the "standard" relation, equation (12), had been used, 
the present results would not have shown a variation with Reynolds 
number. They would still, though, be in agreement with the results 
of other investigators. The comparison between the artificially in­
duced turbulence tests and the outdoor tests show that wind tunnel 
tests may be used to estimate convection in natural environment at 
large relative heights. However, near the ground, the two situations 
may not be similar. 

The results shown in Fig. 5 have significant implications regarding 
the computation of convective heat and mass flow from animals and 
plants in the outdoor environment. Ground dwelling animals and low 
growing plants have a value of z/D on the order of 0.5-1. Thus, en­
hancement is high. Plant leaves and seed pods and flying or climbing 
animals have very large z/D with consequently little enhancement. 

S u m m a r y 
The average convection coefficients from spheres in a naturally 

turbulent outdoor environment were measured and compared to the 
standard low turbulent intensity correlations obtained in wind tun­
nels. The enhancement in heat transfer was found to be a function 
of turbulent intensity for all tests with height-to-diameter ratios 
greater than 2.5. For low values of the ratio, the increase in heat 
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Fig. 6 Comparison of the present results with the correlation of Galloway 
and Sage[9] 

transfer is higher than what would be attributed to turbulent intensity 
alone. The results presented may be used to estimate heat transfer 
from surfaces in the outdoor environment. 
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Numerical Prediction of the Flow 
Field and Impingement Heat 
Transfer Caused by a Laminar 
Slot Jet 
The effects of uniform suction and nozzle exit uelocity profile on the flow and heat-trans­
fer characteristics of a semiconfined laminar impinging slot jet were investigated numeri­
cally. The full Navier-Stokes and energy equations were solved using a hybrid or upwind 
finite-difference representation of the equations cast into their vorticity-stream-function 
form. The importance of the nozzle exit profile is shown by comparison of the computed 
heat-transfer distribution with the available experimental data in the laminar range. Ap­
plication of suction at the impingement surface is shown to enhance the local heat-trans­
fer rates by a constant amount. The nondimensional heat-transfer coefficient and skin 
friction at the plate are computed as functions of the nozzle Reynolds number, the suction 
rate, and the nozzle velocity profile. The effect of temperature-dependent physical prop­
erties is included in the analysis. 

Introduction 

Single and multiple impinging jets are encountered commonly in 
industrial practice because of their excellent heat- and mass-transfer 
characteristics. Notable among their numerous applications are 
turbine blade cooling, cooling of high-energy-density electronic 
components, heat treatment of nonferrous metal sheets, tempering 
of glass, and drying of textiles and paper [1, 2].1 

Application of suction is known to have a favorable influence on 
the transfer rates. Clearly, a combination of an impinging flow and 
suction applied at the target would further enhance the transfer rates. 
This is particularly attractive in the case of industrial drying of per­
meable webs (e.g., newsprint and textiles), since the percolation flow 
removes the vapor as it is formed, and thus high heat-transfer rates 
are obtainable without impairment of product quality. This combi­
nation of impingement and throughflow has been used in the recently 
developed Papridryer for newsprint [3,4], which provided the primary 
motivation for this work. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu­
script received by the Heat Transfer Division September 1, 1976. Paper No. 
75-WA/HT-99. 

The objective of this work is to present the results of a numerical 
investigation of the flow and heat transfer characteristics of a two-
dimensional semiconfined laminar jet impinging on a plane permeable 
wall. The computational procedure developed by Gosman, et al. [5] 
was used to solve the full Navier-Stokes and energy equations in two 
dimensions. Laminar impinging jets may be encountered in practice 
especially when the jet dimensions and the nozzle-to-target distance 
are small and the fluid is at a high temperature (e.g., drying). The 
application of suction, the effect of nozzle velocity profile, and the 
presence of a confining wall parallel to the impingement wall are 
features that have not been considered in earlier investigations. 

Literature Review 
Laminar impinging jets have received little attention in the liter­

ature. Some theoretical work has been done by Ehrich [6], who solved 
the potential flow for a jet with a flat velocity profile at the nozzle exit 
that was impinging on a flat impermeable surface. The potential flow 
solution of [6] was used by Miyazaki and Silberman [7] to obtain the 
free-stream boundary condition for the boundary-layer equations that 
describe the flow close to the plate. The solutions for the skin friction 
and heat-transfer distribution at the plate were obtained for different 
nozzle-to-plate spacings. However, for higher spacings the solutions 
are not valid because the jet entrainment before impingement must 
be taken into account. 

A more exact criterion for neglecting the diffusion terms is given 
by Sparrow and Lee [8], who used essentially the same approach as 
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Fig. 1 Impinging jet system 

the previous authors for a jet with a flat and a parabolic velocity profile 
at the nozzle exit. 

Wolfshtein [9] predicted the flow and temperature fields of tur­
bulent and laminar free slot jets impinging on an impermeable flat 
plate using the method of Gosman, et al. [5]. However, the results are 
of limited value because the velocity profile for a fully developed 
two-dimensional turbulent jet was used as the upstream boundary 
condition for the laminar case. 

Two experimental studies involving laminar impinging slot jets 
have been reported. Gardon and Akfirat [10] measured the local heat 
transfer under an unconfined slot jet impinging on an impermeable 
flat plate for Reynolds numbers ranging from 450 to 22,000. In their 
study it appears that the velocity profile at the nozzle exit was neither 
flat nor fully developed. More recently, Sparrow and Wong [11] 
measured impingement transfer coefficients due to initially laminar 
fully developed slot jets impinging unconfined on an impermeable 
flat plate. They used the naphthalene sublimation technique and 
converted their mass-transfer results to the corresponding heat-
transfer values by using the heat-mass-transfer analogy. 

Mathematical Description of the Problem. The impinging jet 
system is shown in Fig. 1. Following Gosman et al. [5], the equations 
of motion in their vorticity-stream-function form and the energy 
equation can be represented by a general differential equation, which 
after nondimensionalization is 

a\.J-(r*tL) -~^-U* -*qi 
* WXi* \ dX2*l dX2*\ dXi*/) 

3XX* wH- dX2* 

d(c0c6*) 

' dX2* 
+ dv, = 0 (1) 

Table 1 Coefficients in equation (1) 
<j>* 

CO* 

\p* 
y* 

00 

1 

0 

1 

L 1 
— 
H R e 
Up* 
L 1 

H RePr 

c<p 

n* 
1 

1 

S * 
L 1 

s, * H R e M 

-co* 

0 

in two-dimensional cartesian coordinates. The general nondimen-
sional dependent variable </>*, with corresponding coefficients a,/„ b,p, 
c0, and d0, is listed in Table 1, where <t>* stands for the vorticity u>* and 
stream function \p*, which are defined as 

dU2* dUx* 

dXi* dX2* 

and 

p*U1* = 
dip* 

and p*U2* = - ty* 

(2) 

(3) 
dX2* ' -" dXt* 

and the nondimensional temperature T*, where 

T*=(T- Twal l)/(T j e t - Twall) (4) 

Sp* and S„* are nonzero when the physical properties are changing, 
and they are defined as 

^f/i*2 + t72*2 \ dp* d /U!*2+U2*\ dp* 
S * • 

ax ?e -) dX2* dX. 7,(- dX^ 

a2 a1- i aui*\ a*- / au2*\ 
S* = 2 (n*——) - 2 (n*——) M 3Xi*2 V ax2*/ ax2*

2 \ aXi*l 

+ 2-
au2* aUi* 

ax,*ax2* ax 3) 

(5) 

(6) 

The assumptions pertaining to these equations are the following: 
laminar flow, neglect of viscous dissipation and temperature change 
due to compression, and no buoyancy effects. 

The following boundary conditions were specified: 
Boundary I: Nozzle exit. For a fully developed velocity profile 

i* = --Xx* 
2 

and 

& 
4 /L 

3 
Xi* 

/L\~2 

co* = - 1 2 (—1 X!*, T* 

For a flat velocity profile 

,/,* = -xt* •0, T* = 1 

1 (7) 

(8) 

Boundary II: Upper (nozzle) plate. Impermeability of the confining 

-Nomenclature-

cp = specific heat at constant pressure 
DAB = diffusivity 
H = nozzle-to-plate distance 
k = thermal conductivity 
ki = mass-transfer coefficient 
L = nozzle width 
T = temperature (subscripted) 
U = velocity (subscripted) 
fsuct = suction velocity 
X = coordinate (subscripted) 
Xls* = permeable plate length 
Cf - skin friction coefficient, 2Twaii/(pjet 

Uiet2) 

Nu = Nusselt number, aL/kjet 

Pr = Prandtl number, MjetCp/̂ jet 
Re = Reynolds number, PjetUjetL/njet 

Sc = Schmidt number, ixIpB^B 
Sh = Sherwood number, ULLIDAB 
St = Stanton number, a/(pjetcp Ujet) 
a = heat-transfer coefficient 
p. = absolute viscosity (subscripted) 
oi = vorticity, equation (2) 
\p = stream function, equation (3) 
p = density (subscripted) 
T = shear stress 
c/> = general variable 

Subscripts 

0 = condition at stagnation point 
1 = parallel to impingement plate 
2 = perpendicular to impingement plate 
jet = condition at nozzle 
nw = condition at grid node adjacent to a 

wall 
wall = condition at impingement plate 
(j> = belonging to variable </> 

Superscript 

* = nondimensionalized variable, equation 
(1) 
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plate and the 

and 

no-slip condition [5] yield 

j , * = T* = 
2H' 

„ „ (fnw* ~ l^wall*) 
wwall — ~«J ~ 

1 

2 

Boundary III: Outflow boundary. 

dip* dw* _ dT* 

dXi* ~ dX^ ~ dXx* ~ ° 

Boundary IV: Axis of symmetry. 

dT* 

Boundary V: Permeable impingement plate. 

U: 
-Xi*. T* = 0 

(9) 

(10) 

(11) 

(12) 

(13) 
jet 

and equation (10). 
Boundary VI: Same as boundary V except for the stream func­

tion 

*• = - -
[/„, 

U 
•X\s (14) 

jet 

Numerical Procedure. The approximation of the general dif­
ferential equation by a general finite-difference equation is described 
by Gosman, et al. [5]. The only change to the Gosman procedure was 
the replacement of the upwind difference approximation of the con-
vective terms by a hybrid difference approximation. In the "hybrid 
formulation" central differences are used when the magnitude of the 
convective term is larger than the corresponding diffusion term. If 
this is not the case, the "upwind formulation" is used, and the corre­
sponding diffusion term is neglected. The alternate formulations are 
discussed fully by Runchal [12]. The hybrid formulation is more ac­
curate than the upwind formulation, while the convergence properties 
are essentially the same for both. 

A nonuniform grid was used throughout the present computations. 
The gridlines parallel and adjacent to the impingement plate are very 
closely spaced, and the spacing between the gridlines is monotonically 
increasing in the Xi direction. This leads to greatly elongated grid 
cells in the lower right corner of the flowfield, causing divergence of 
the numerical procedure for small values of L/H and large values of 
Re. No definite cure has been found for this divergence problem as 
yet. 

R e s u l t s and D i s c u s s i o n 
Effect of Reynolds Number and Jet Velocity Profile. In the 

beginning of this work it was felt that boundary III should be suffi­
ciently far out to enclose all of the elongated recirculation "bubble" 
(Pig. 1), thus ensuring only outflow at this'boundary. However, this 
either required too many gridlines or destabilized the numerical 
procedure, probably because of the presence of gridcells of very large 
AXi*/AX2* ratio. On the other hand, for solutions with inflow at 
boundary III, the effect of equation (11), which is exact only for fully 
developed flow, will propagate into the computational area. 

Fortunately it was established that although different boundary 
conditions at boundary III strongly affected the results in the recir­
culation "bubble" their influence was hardly felt in the regions of 
interest, which are the impingement and wall jet region. 

The boundary conditions tested other than equation (11) had the 
effect of blocking the inflow by a frictionless wall or allowing en-
trainment of irrotational fluid along streamlines of slope equal to the 
streamline slope immediately inside boundary III. Also, variation of 
the location of boundary III hardly affected the flow and temperature 
characteristics near the impingement plate. 

The results of the computations for three Reynolds numbers and 
two velocity profiles at the nozzle exit, parabolic and flat, are displayed 
in Figs. 2(a) and 2(b) in the form of the free streamline. The physical 
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Fig. 2 Free streamline contours for various Re (100, 450, 950) and parabolic 
and flat velocity profiles 

properties are taken to be constant. Only for the case of Re = 100 was 
the total recirculation area covered by the computational grid, which 
extended up to X\* = 4.1. For Re = 950 the solution showed inflow 
at boundary III, with boundary III located at Xi* = 19.1. 

An interesting result is that the jet contracts slightly below the 
nozzle for a parabolic profile, while for a flat profile the jet expands 
continuously. It can also be noticed that the free streamline is sig­
nificantly closer to the impingement plate for the parabolic velocity 
profile owing to its higher momentum and the described spreading 
behavior. Consequently the velocity and temperature gradients at 
the impingement plate are steeper for a jet with a parabolic velocity 
profile than for a flat velocity profile at the nozzle exit. The nondi­
mensional representations of these gradients are given in Figs. 3 
and 4. 

The use of the proportionality to Re1 /2 for laminar flows almost 
leads to a collapse of the results for different Re to a single curve. This 
effect is more pronounced for the heat transfer than for the skin 
friction. The curves for Re = 100 deviate the most from a general curve 
because of significant relative retardation of the jet on its way from 
the nozzle to the plate. 

The maximum heat transfer is found at the stagnation point. The 
slight increase some distance from the stagnation point for Re = 450 
and 950 in Fig. 3 is the result of the inherent inaccuracy of the fi­
nite-difference approximation. For a flat velocity profile the maxi-
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Fig. 5 Stagnation Stanton numbers as function of Reynolds number 

mum skin friction is located about one nozzle width from the stag­
nation point. The theoretical results of Miyazaki and Silberman [7] 
represented in Fig. 3 are consistently higher than our predictions 
because of the assumption of potential flow for the flow outside the 
boundary layer. Another significant difference is that their analysis 
leads to results that are independent of Re. 

The laminar flow assumption is valid for the cases studied, as can 
be derived from previous experimental results [10,11]. Gardon and 
Akfirat [10] used a fast-response heat-flux sensor with which it is 
possible to identify laminar and turbulent flow regions, and their 
heat-transfer results show that the flow is laminar for Re = 450 and 
950 at L/H = 0.25 up to a value of Xi* of 10 and 1.0, respectively. 
From the shape of the data of Sparrow and Wong [11] one can con­
clude that a jet with a parabolic velocity profile at the nozzle will be 
laminar on impact when H/L < 10 or 16 for Re = 950 and 450, re­
spectively. 

For a jet with a parabolic velocity profile it can be seen in Fig. 4 that 
the maximum skin friction is located \L from the stagnation point. 
It is particularly striking that the stagnation heat transfer for a par­
abolic velocity profile is 1.5 to 2 times the value for a flat velocity 
profile. The qualitative explanation of this result is the contraction 
and the higher momentum of the parabolic jet. For the maximum skin 
friction this ratio is about 2.7 for Re = 950. 

Included in Fig. 4 are results derived from the experimental 
mass-transfer data of Sparrow and Wong [11] for an unconfined slot 
jet with a parabolic velocity profile at the nozzle exit impinging on a 
naphthalene plate. The mass-transfer data were converted using the 
heat-mass-transfer analogy relation 

Nu> /Pry.4 

lsc/ 
Sh (15) 

There is good agreement between their results and ours, taking into 
account the difference in L/H and the absence of an upper plate in 
their case. A reason for the relative higher experimental values some 
distance from the stagnation point in their case could be the finite 
length of the naphthalene plate. 

The stagnation Stanton numbers as a function of the Reynolds 
number, with the jet velocity profile as parameter, are displayed in 
Fig. 5. The two heavy lines are the numerical results for the jets with 
parabolic and flat velocity profiles. For the flat velocity profile the 
Stn values are proportional to Re -0-49 , and for the parabolic velocity 
the best fit over the Reynolds number range of 100 to 1000 is Sto « 
Re -0-4. The two thin lines are the theoretical results of references [7] 
and [8] for the two velocity profiles. The results for a parabolic velocity 
profile are progressively higher than our results at decreasing Re 

because of the increasing importance of the neglected diffusion terms 
at lower Re. The heat-transfer equivalent of Sparrow and Wong's 
experimental results [11] corresponds very closely to our computed 
results, indicating that the presence of a confining plate has only a 
minor effect on conditions at the stagnation point. 

The data of Gardon and Akfirat [10] are in between the numerical 
results for flat and parabolic velocity profiles, because the velocity 
profile generated in their nozzle is in fact intermediate between these 
two limiting cases. Therefore, Gardon and Akfirat's correlation for 
the stagnation heat transfer includes the effect of velocity profile at 
the nozzle exit as an unspecified, dependent variable. This was tested 
by using the velocity profile that would have been generated in their 
nozzle for Re = 450 as input to the numerical procedure. Agreement 
between the experimental data and our computed results is excellent 
except at the stagnation point, as can be seen in Fig. 6. It is inevitable 
that experimental results directly at the stagnation point must be 
slightly below the true value as a result of the averaging effect due to 
the finite size of the sensor. 

Effect of Suction. The plate was taken to be permeable up to X i 
= GH, because significant extension of the permeable plate length did 
not appreciably change the results in the impingement and wall jet 
region. 

The effect of suction on the Stanton number distribution along the 
impingement plate is displayed in Fig. 7. The upwind formulation is 
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used here, in contrast with the previous computations. It is seen that 
the relative effect of suction is smallest in the stagnation region, as 
the absolute increase in heat transfer does not vary greatly over the 
length of the plate. The increase in the Stanton number for L/H = 0.2, 
Re = 100, and Usuct/Ujet = 0.01 is around 0.047 ± 15 percent. In these 
computations boundary III was located at X\ = 19.1H. 

Effect of Variable Properties. The influence of variable prop­
erties on the Stanton number distribution is shown in Fig. 8. The jet 
temperature was taken as 450 K and the temperature of the plate as 
300 K. 

The viscosity of air was calculated using the Van Driest interpo­
lation formula 

Hr 

/T_\ 3« ,Tr-+ 110\ 

\T,J Vr + iio/ 
(16) 

450 where ixr is the viscosity at the reference temperature Tr ( = 
K). 

The thermal conductivity was calculated from the viscosity using 
the fact that the Prandtl number and the specific heat of air are 
constant. S„ [equation (6)] was assumed to be negligible. 

It was found that the nondimensional temperature gradient at the 
wall was different for variable and constant properties. However, the 
analysis of the present study establishes that the heat-transfer coef­
ficient in the form of the Stanton number, based on the properties at 
the nozzle, is hardly affected by the change to variable properties over 
the temperature range studied, as can be seen in Fig. 8. This is in 
agreement with the theoretical solutions of the influence of variable 
properties on two-dimensional stagnation flow and laminar bound­
ary-layer flow over a flat plate without a pressure gradient. 
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Heat Transfer Between a Moving 
Surface and a Flowing Medium 
Certain processes involve heat transfer across a moving surface and application of the 
well-known "penetration theory" to scraped-surface heat transfer, suggests that this 
theory might be applied to this situation. At high water flows and high surface speeds ex­
perimental results agree well with the theory, but at lower values the experimental heat-
transfer rates are much higher than those predicted from the theory, and at high surface 
speeds and lower water velocities the experimental value of the heat transfer coefficient 
is lower than predicted. The differences are attributed to additional turbulence and sec­
ondary-flow (back-mixing) effects, which would be extremely difficult to allow for in the 
theory. 

1 Introduction 

In certain operations heat is transferred across a moving surface 
that is in contact with a heating or cooling medium. An example is a 
direct-contact water cooler on the surface of steel strip mill rolls, which 
has certain advantages over the traditional spray cooling [l].1 Similar 
and other applications such as the direct cooling of conveyer belts can 
be imagined. 

Heat transfer to and from viscous liquids has presented problems 
to many industrial process engineers, due to the well-known effects 
of the slow moving laminar layer at the heat transfer surface, and 
attempts have been made to overcome the high heat transfer resis­
tance of this layer. Thin-film agitators have been designed in which 
the laminar layer is agitated or disturbed by the action of some blade 
system; and scraped-surface heat exchangers have also been designed 
in which the blades actually scrape the heat transfer surface. Scraped 
surface equipment can be of two types: that in which the unit runs full 
with liquid, and the falling-film design in which the liquid moves as 
a thin film along the vessel wall. The agitation and scraping remove 
material from the wall and mix it with the bulk liquid, at the same 
time allowing fresh material to contact the wall. Heat is then carried 
physically, if the liquid is being heated, from the wall into the bulk 
liquid. Much of the published work with scraped-surface heat transfer 
has been empirical in nature although some theory has been at­
tempted. A comprehensive review [2] was published some years 
ago. 

If a box-shaped cooler is placed onto a moving surface such that the 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Divi-

cooling medium (e.g., water) flow is contained within the channel by 
the moving surface itself, medium agitation is achieved not only by 
the turbulence of flow but also by the effects of the moving surface 
(see Fig. 1). The basic concept has been used in the cooling of steel 
strip mill rollers [1]. The technique can be regarded as an adaptation 
of the more well-known operation of scraped-surface heat transfer, 
although clearly the surface effects within the fluid could be differ­
ent. 

2 Penetration Theory Applied to Scraped-Surface 
Heat Transfer and Its Application to Heat Transfer 
Across a Moving Surface 

Little success has been achieved in a theoretical study of scraped-
surface heat transfer based on conduction through a film [3-5], but 
more progress has been made using the "penetration theory." 

Water flow out Moving surface 

Water flow in 

Heat transfer area 
(Direct contact between 
water and moving surface) 

Fig. 1 The heat transfer situation 
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Harriott [6] suggested that the rate of heat transfer would depend 
more on the rate of transient conduction into a frequently renewed 
layer than on the rate of steady conduction through the entire film 
as proposed by Kern and Karakas [5]. The layer at the surface is al­
most completely removed by the shearing action and a fresh layer 
comes back to the surface at the bulk temperature. Heat transfer 
occurs by conduction until the thin layer is removed. The small 
variation in the velocities within the thin heat transfer layer may be 
neglected, since the depth of conductive heat penetration is small. If 
it is also assumed that entrance and longitudinal flow effects are 
rendered unimportant by the intensity of cross-sectional mixing, the 
heat transfer mechanism is identical to molecular conduction into a 
semi-infinite solid, where the contact time is the time between suc­
cessive blade passes. The analysis gives 

Water cooler 

*4V^ (i) 

Experimental data published by Houlton [7] agreed well with the 
theory [8]. In the correlation of some experimental results for "thin 
film" scraped-surface exchangers, the equation had to be modified 
by the inclusion of a factor dependent upon the Prandtl number of 
the process fluid [9, 10]. 

Because of the apparent similarities observed between the scraped 
and moving surfaces (in the former the blades act upon the fluid 
through their own movement, in the latter the blades act upon the 
fluid through the movement of the surface), it is not unreasonable to 
expect similarities in the theoretical description of the two processes 
of heat transfer. The basic concept of a heat transfer mechanism 
identical to molecular conduction into a semi-infinite solid could be 
assumed to apply in each situation. 

3 Experimental Apparatus and Calculations 
In order to test the application of the theory and to give some op­

erating experience, an experimental apparatus was devised which 
simulated the moving-surface problem. Heat was transferred from 
an electrically heated aluminum block in contact with a moving 
stainless steel belt to a direct-contact water cooler on the opposite side 
of the belt (see Fig. 2). The dimensions of the cooler were 2.5 cm wide 
X 1.25 cm deep X 18.5 cm long (across the belt). The stainless steel 
belt was 20.3 cm wide. Water flow rate was measured by a "Rotam­
eter," periodically checked by direct weighing, and the water tem­
peratures by accurate mercury in glass thermometers. The cooler ran 
"full," i.e., the rectangular flow channel made up of three sides of the 
"box" together with the moving surface was completely filled with 
water generally moving at right angles to the belt direction. Spring 
loaded contact thermocouples were used to measure the surface 
temperatures of the stainless steel belt in conjunction with a recorder, 
so that the temperature driving force between the surface in contact 
with the water and the bulk water temperature could be estimated. 
Proving tests demonstrated that the measured temperatures were 
reliable. 

Considerable difficulty in achieving a water-tight seal at the moving 
surface was experienced. After trial and error tests using a number 
of different materials, satisfactory results were obtained using ex­
panded polyethylene coated with P.T.F.E. 

Good thermal contact between the heating block and the moving 
belt was obtained by the use of several layers of aluminum foil placed 
on the heater surface. The initial problem had been one of obtaining 
good contact without excessive friction and surface scratching. 

In the calculations the following concepts and simplifications were 
used: 

1 The heat transferred was based on the water flow rate and the 
temperature change in the water as it passed through the cooler. It 

Spring loaded rollers 

,. J Heater block 

a-

Moving belt 

Fig. 2 Schematic diagram of apparatus 

was not possible to use the electrical energy input to the heater as a 
measure of the heat transferred due to the rather large physical size 
of the thermally insulated heater block and the difficulty of measuring 
(or estimating) the heat losses from the block. The lowest temperature 
rise in the water was 4.2°C (18.2-22.4°C) and the highest rise 30.2°C 
(19.2-59.4°C). 

2 The moving surface temperature (TW"C) was calculated by 
averaging the six point surface temperatures (three in front of the 
"leading edge" of the cooler and three behind the "trailing edge"). 
Variations in the measured surface temperatures were not excessive 
and depended, as might be expected, on the experimental conditions. 
The maximum difference between any two measurements was of the 
order of 10° C, but in many instances the differences were only of the 
order of 1° or 2°C. Belt surface temperature was generally in the range 
30-90°C, the actual temperature level for any particular run de­
pending upon the experimental conditions. 

3 The mean water temperature was obtained by averaging the 
inlet and outlet temperatures. 

4 The temperature distribution is basically a crossflow situation, 
and because of the relatively small temperature changes, it was con­
sidered satisfactory to calculate the surface heat transfer coefficient 
using a temperature driving force equal to the difference between the 
mean moving surface temperature and the mean water temperature. 
The temperature driving force was within the range 8-38°C, de­
pending upon experimental conditions, but in the majority of ex­
periments it was between 20 and 30° C. 

5 Any effects of back mixing have been ignored [11]. 
The accuracy of the measurements and reproducibility was good, 

but due to these necessary simplifications it is estimated that the 
calculated convective heat transfer coefficient accuracy is only of the 
order of ±5 percent. 

4 Results and Discussion 
As would be anticipated, the experimentally determined value of 

the moving-surface heat transfer coefficient increases with water flow 
rate and moving-surface speed. 

The range of Reynolds number for the flow in the cooler was 
250-2500. The flow rate was kept deliberately low since it was felt that 
an interest in the technique would depend upon the use of the mini­
mum amount of water (as in the cooling of steel strip mill rolls). The 
turbulence generated by the moving surface alone is enough to ensure 
a high heat transfer coefficient [1]; even at low water velocities the 
values are very much greater than those with no surface movement. 
The enhancement of heat transfer rate is not attributed to possible 
boiling effects since the moving belt temperature was deliberately kept 
well below 100°C. (Previous studies [1] had suggested an improvement 
in heat transfer due to "boiling effects" at the surface.) 

The broken curve superimposed on Pig. 3 is a plot of the estimated 
moving-surface heat transfer coefficient with belt speed using the 

-Nomenclature-

Cp = specific heat at constant pressure 
h = heat transfer coefficient k = thermal conductivity 

t = contact time 
p = density 
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Fig. 3 Variation of heat transfer coefficient with moving-surface speed 

penetration theory prediction given by equation (1). The values of 
the contact time were calculated from a knowledge of the moving 
surface speed and the width of the flow channel (2.54 cm), i.e., the time 
taken for a point on the belt surface to move from one side of the 
channel to the other. 

The basis for the theory is an assumption that heat flow can be 
described as unsteady heat conduction, provided that the lifetime of 
the layers in contact with the surface is small, due to the prevailing 
hydrodynamic conditions. Deviations from this ideal concept would 
be expected to produce results significantly different from those 
predicted by the theory. A number of different conditions can be 
visualized, which would be contrary to the basic assumption, when 
it is appreciated that the level of turbulence within the flow channel, 
due to the combined action of the flow and moving surface, is high. 
(Largely unsuccessful attempts at flow visualization and back-mixing 
measurements, within a "Perspex" model, demonstrated, however, 
how effective fluid mixing was within the channel, particularly at right 
angles to the water flow under all run conditions.) 

1 Eddy penetration into the laminar layer and consequent re­
duction in the effective contact time between the layer and the surface 
would clearly result in an improved rate of heat transfer. 

2 Possible secondary-flow or back-mixing effects associated with 
the complex force pattern acting on the water may decrease the rate 
of-heat transfer due to the effect on temperature driving force. (Re­
circulation is possible parallel to the direction of the moving surface 
and parallel to the direction of the water flow.) 

The theory predicts that as the contact time decreases (moving 
surface speed increases) the rate of heat transfer increases. The ex­
perimental results show this trend. At the higher surface speeds for 
the highest water flow rate studied, the theoretical predictions and 
the experimental results are very similar. Under these conditions the 
results suggest that the estimated contact time is so short that the 
effect is equivalent to the extent of the penetration of the laminar film 
found in practice (if indeed it can be considered that such a film forms 
at all, bearing in mind the fluid condition prevailing in the cooler), 
and the secondary-flow effects would be excluded. As the surface 
speed and water flow rates are reduced, there is likely to be a greater 
influence due to these secondary effects. The extent to which the heat 

transfer coefficient is affected will depend upon the relative impor­
tance of the conditions. The experimental results do show deviations 
from the theoretical predictions, at lower water velocities; even at 
relatively high moving-surface speeds, the heat transfer coefficients 
are low and for the range of water velocity at low moving-surface 
speeds they are high. 

A theoretical model that would allow for all the variations in flow 
conditions would be extremely difficult to devise, since the flow pat­
tern is so complex. 

It is anticipated that provided the moving surface speeds, water 
velocities, and channel flow cross-sectional area are employed in in­
dustrial applications with the same approximate water and surface 
temperature ranges, the resulting heat transfer coefficients would be 
of the same order as those obtained in the experiments. For larger 
channel flow cross section, the same results should be obtained pro­
vided the channel is divided into a number of small channels similar 
to the single channel of the experiments. It would be difficult to pre­
dict the effects of changing the variables outside the range employed 
in the experiments, except at the higher surface speeds and Reynolds 
numbers where the "penetration theory" appears satisfactory. 

5 Conclusions 
The "penetration model" theory predicts the heat transfer coeffi­

cient at a moving surface under the conditions of the experiments only 
for high surface speed and high water velocity, but it cannot be re­
garded as generally applicable to all flow and surface movement 
conditions. At high surface speeds and lower water velocities the ex­
perimental value of the heat transfer coefficient is lower than the 
predicted values, whereas at lower surface speeds and lower water 
velocity the experimental value of the heat transfer coefficients is 
higher than the predicted value. The discrepencies are considered to 
be due to turbulence and secondary-flow effects not accounted for in 
the model. 

The heat transfer coefficients measured in the experiments should 
be obtained in industrial equipment operating under similar condi­
tions 
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Modeling of Temperature and 
Pollutant Concentration 
Distributions in Urban 
Atmospheres 
An unsteady two-dimensional transport model is constructed to study the short-term ef­
fects of urbanization and air pollution on the thermal structure and dispersion in an 
urban atmosphere. The model includes horizontal and vertical advection as well as turbu­
lent diffusion and radiative transfer in the planetary boundary layer (PEL). The gaseous 
and particulate pollutants as well as the natural constituents in the atmosphere absorb, 
emit, and anisotropically scatter radiation. The variation of the physical properties of 
the soil, the radiation characteristics of the earth's surface, and the urban heat and pollu­
tant emissions along the city are modeled. A number of numerical simulations for summer 
conditions modeling a typical Midwestern city are performed and the effects of various 
parameters arising in the problem have been investigated. The diurnal variation of the 
temperature structure and pollutant concentrations are discussed. It was found that the 
temperature changes caused by radiatively participating pollutants are generally smaller 
than the effects induced by urbanization. A maximum urban heat island of approximate­
ly 3°C was predicted and found to be in good agreement with observations. 

Introduction 

The climate of cities has been influenced on a local scale by the 
urbanization, industrialization, and air pollutants injected into the 
atmosphere [l].3 It is recognized, for example, that air pollutants affect 
sunshine, visibility, temperature, precipitation, and fog frequency. 
This modification of the urban environment has observable adverse 
effects on human, animal, and plant life [2]. As the urban areas grow, 
the effects begin to be measurable on a regional scale [3] and many 
atmospheric scientists even consider air pollution to be a potential 
cause of irreversible changes in the global climate. These concerns 
have been voiced in the Study of Critical Environmental Problems 
[4], in the Study of Man's Impact on Climate [5], and numerous other 
publications. 

1 Presently member of Division of Engineering Design, Tennessee Valley 
Authority, Knoxville, Tenn. 

2 Presently National Research Council Research Associate at NASA Ames 
Research Center, Moffett Field, Calif. 

3 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 12,1975. 

The mechanisms by which the gaseous and particulate pollutants 
alter the temperature of the earth and the atmosphere are quite 
simple. The key to climate is the balance of radiation. The earth and 
atmosphere maintain their thermal energy balances by absorbing 
shortwave solar radiation and by reradiating energy back to space at 
longer wavelengths (as thermal radiation). The presence of air pol­
lutants alters the radiative transfer in the atmosphere by changing 
the spectral absorption and scattering characteristics of the atmo­
sphere itself. Solar radiation is absorbed by gaseous pollutants and 
absorbed and scattered by particulate pollutants. This can tend to 
raise the temperature of the atmosphere and cool the surface. How­
ever, increased absorption and emission of thermal radiation by 
pollutant gases tends to increase net radiative flux reaching the sur­
face and raise its temperature. 

At present, the lack of understanding of detailed physical processes 
in the atmosphere and the limitations in available data have made 
it impossible to arrive at definitive conclusions concerning the effects 
of pollutants on the global and local climate. Calculations of a globally 
averaged radiative energy budget [6, 7] have been inconclusive since 
it has been shown that the net influence of the aerosol could be 
warming or cooling depending upon its radiative properties and the 
surface reflectance. Also, there is considerable uncertainty in the 
globally averaged aerosol properties and surface reflectance. Except 
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for those of Mitchell [8], the predictions have also failed tb account 
for the interaction of atmospheric radiation and sensible and latent 
heating on the terrestrial energy budget. On a local scale, the best 
documented and unquestioned climatic effect is the urban influence 
on temperature in the atmosphere. The urban heat island phenom­
enon is clearly a result of the modification of surface and atmospheric 
parameters by urbanization, which in turn lead to an altered energy 
balance. The causes of the urban heat island are well recognized [1]. 
However, quantitative studies of individual effects such as physical 
and radiative property differences between urban and rural areas, flow 
changes induced by the roughness elements, anthropogenic heat 
sources, and radiatively participating pollutants have not yet been 
sufficiently studied and are not completely understood. 

Observational programs and mathematical modeling are needed 
to gain understanding of the physical processes in the urban envi­
ronment. Unfortunately, the very nature of the urban area and the 
fact that extensive measurements are needed over a long period of 
time make such observations difficult and costly. Therefore, mathe­
matical models can be employed to advantage to help understand and 
extend the observational data by numerically simulating the transport 
processes in the atmosphere. To the extent that the mathematical 
model simulates the real atmosphere, it can then become valuable, 
for example, in micrometeorological weather prediction, forecasting 
pollution episodes, urban planning, interpretation of field data, cal­
culation of pollutant dispersion, identification of pollutants using 
remote sensing methods, and many others. In addition to the fore­
going, numerical simulations can also be a valuable guide to obser­
vational programs such as the Regional Air Pollution Study (RAPS) 
sponsored by the United States Environmental Protection Agency 
for the St. Louis metropolitan area. The main advantage of numerical 
simulation lies in its ability to predict what will happen for any given 
set of changes in the urban parameters or in the boundary and/or 
initial conditions. 

The specific purpose of this paper is to study the short-term effects 
of urbanization on the transport processes in an atmosphere over an 
urban area. To this end, an unsteady two-dimensional transport 
model is constructed which accounts for the interaction between the 
pollutants and the dynamics to predict the temperature structure and 
pollutant concentrations in the atmosphere. The emphasis in the 
paper is on the potential effects of urbanization and air pollution on 
the thermal structure of the urban planetary boundary layer. As an 
example, results of numerical simulations modeling of a typical city 
in midwestern United States are discussed. The paper extends models 
and supplements the results of related studies which have been re­
ported in the literature [9-14]. 

Fig. 1 Schematic representation of the urban environment and of influences 
analyzed by the urban boundary layer model 

Analysis 
Physical Model and Assumptions. This analysis is a generali­

zation of an unsteady one-dimensional transport model in an urban 
planetary boundary layer (PBL) described elsewhere [13, 14]. The 
physical model of the atmosphere is illustrated in Fig. 1. The earth-
atmosphere system is assumed to be composed of four layers: (1) the 
"free" ("natural") atmosphere which is not affected greatly by surface 
processes and where the meteorological variables are considered to 
be time independent; (2) the "polluted" atmosphere (the planetary. 
boundary layer) where the meteorological variables such as the hor­
izontal, vertical, and lateral wind velocities, temperature, water vapor 
and pollutant concentrations are functions of height, time, and dis­
tance along the urban area; (3) the soil, layer, where the energy 
transport is one-dimensional (with depth only), but the soil properties 
and the radiation characteristics are considered to vary in the hori­
zontal direction; and (4) the lithosphere' where the temperature is 
assumed to be constant during the simulation period. The atmosphere 
is assumed to be cloud free with no variation in the topography of the 
urban area being accounted for. 

In the polluted urban planetary boundary layer the transport of 
momentum, energy, and species is by vertical and horizontal advection 
as well as vertical and horizontal turbulent diffusion. In addition, 
energy is also transported by solar (shortwave) and thermal (long­
wave) radiation. The interaction of both natural atmospheric con­
stituents and gaseous as well as particulate pollutants with solar and 
thermal radiation is accounted for. The coupling between the plan-

-Nomenclature™ 

C„ = concentration of species n 
Cn = volumetric mass source rate of spe­

cies n 
cp = specific heat at constant pressure 

D„ = binary mass diffusion coefficient for 

species n 
et = thermal emittance of soil 
y = radiant flux in the z -direction 
F = unidirectional flux 
/ = Coriolis parameter 
h/g = latent heat of evaporation 
Kjj M = turbulent diffusivity of momentum 

parallel t o ; plane in the i-direction 

K;" = turbulent diffusivity of heat in the i-
direction 

KiC" - turbulent diffusivity of species n in 
the (-direction 

h = thermal conductivity or ratio of specific 
heats 

L = extent of the urban area 

M = Halstead's moisture parameter 
mp = anthropogenic (manmade) pollutant 

emission surface flux 
p = pressure 
Po = surface pressure 
q = volumetric heat generation rate 
Q = anthropogenic (manmade) heat emission 

surface source 
R = gas constant 
T = thermodynamic temperature 
t = time 
u = horizontal east velocity component 
Ug = geostrophic east velocity component 
u = horizontal north velocity component 
ug = geostrophic north velocity component 
w = vertical velocity component 
x = horizontal east coordinate 
y = horizontal north coordinate 
z = vertical coordinate 
Zo = roughness length 
z& = planetary boundary layer height, see 

Fig. 1 
z„ = top df atmosphere, see Fig. 1 
2 j = depth of soil layer, see Fig. 1 
a = thermal diffusivity 
(I = potential temperature, 0 = T(p/po)R/c" 
\ = wavelength . 
fi = dynamic viscosity 
P — density or reflectance 
a = Stefan-Boltzmann constant 

Subscripts 

ra = rath species 
s = refers to solar part of spectrum or soil 
t = refers to thermal part of spectrum 
w = refers to water vapor 
p = refers to pollutant (1-aerosol, 2-gas) 

Superscripts 

+ = positive z -direction 
— = negative 2-direction 

Journal of Heat Transfer NOVEMBER 1976 / 663 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



etary boundary and soil layers is affected by both energy and species 
balances at the atmosphere-soil interface. The horizontal variation 
of the urban parameters such as anthropogenic heat and pollutant 
sources, surface solar albedo (reflectance) and thermal emittance, 
surface roughness, thermal diffusivity, conductivity of the soil, and 
moisture parameters are arbitrarily prescribed functions of position 
along the urban area. It is well recognized [2] that urban heat and 
pollutant emissions, for example, vary during the diurnal cycle; 
however, a more realistic modeling of these sources during the diurnal 
cycle must await more complete observational data. 

It should be emphasized that the flow field, temperature, and 
radiative transfer in an urban area is three-dimensional and would 
require a very fine grid structure for complete simulation over an 
urban area and does not appear to be warranted. In addition, a truly 
detailed and accurate treatment of the present problem is extremely 
difficult not only because of the lack of necessary data but also because 
it is beyond the capability of most present-day computers. Since the 
primary objective of this research is to simulate the thermal structure 
and pollutant dispersion, some details of the complicated urban flow 
field have been ignored. The two-dimensional model, however, should 
provide a more realistic description than the one-dimensional one [13, 
14] and the temperature and pollutant concentration distributions 
should not be extremely sensitive to the fine details of the flow 
field. 

Model Equations. The numerical model is based on the conser­
vation equations of mass, momentum, energy, and species. The 
equations used to describe the planetary boundary layer are well 
known in the literature [15] and can be written as follows for a polluted 
atmosphere: 
Mass: 

ij>(t, x, z) = constant at z = zj (8) 

dx dz 
(1) 

Momentum (x-direction): 

/du du du\ 

\dt dx dz/ 

^["-••^KI^-"'!] (2) 

Momentum (y-direction) 

/dv dv dv /dv dv dv\ 
pi V u \- w — ) = -pf(u - Ug) 

\dt dx dxl 

Momentum (z-direction): 

dp 
0 = +^ + Pg 

dz 

— 0) 

(4) 

Energy: 

pcP 

,m de d$\ d r aei 
1— + U — + W—) = — (k + pcpKx>)—\ 
\3t dx dz/ dx L dxA 

d T „ d61 [33 1 /po\»-1)"! 

(5) 

Species. 

dC. 

dt 

• dc dcn a i C l I ,3Cn- | 
- + u 1- w = — (Dn + Kx

 L«) 
; dx dz dx L dx J 

+ - [ ( D n + K 2 C ) ^ ] + C „ (6) d_ 

dz 

The energy equation in the soil layer is: 

dt "* dz2 (7) 

At the top of the PBL, the meteorological variables are specified 
and held constant during the simulation; that is, 

where <l> represents the horizontal east velocity u, the horizontal north 
velocity v, the potential temperature B, and the species concentration 
C„. This assumes that the larger scale flow (i.e., synoptic scale weather 
pattern) remains constant during the simulation period. At the bot­
tom of the soil layer the temperature remains constant: 

Ts(t, x, z) = constant at z = —ZA (9) 

At the earth's surface the velocities vanish: 

u(t, x, z) = v(t, x, z) = w(t, x, z) = 0 at z = 0 (10) 

Along the interface, the surface temperature is predicted from an 
energy balance 

[1 - rs(x)\Fs~(t, x, 0) + et(x)Ft~(t, x, 0) - et(x)aTi(t, x, 0) 

. dCw + (k + pCpKz
 s)-\ + hfg{Dw + Kz

c>») — 

dTs 

dz lo+ 

+ Q = 0 (11) 
dz lo­

in this equation, the first two terms account for absorption of solar 
and thermal radiation, the third term represents thermal emission, 
the fourth and fifth terms account for sensible and latent heat transfer 
by molecular and turbulent diffusion, the sixth term represents heat 
conduction into the ground, and the final term is the anthropogenic 
heat source. 

The water vapor concentration at the surface is prescribed by 
Halstead's moisture parameter [16] using the expression 

Cw(t, x, 0) = MC,„,sat[T(t, x, 0)] + (1 - M)Cw(t, x, 2 l ) (12) 

where z i is the first grid point above the surface and C„,jSat is the water 
vapor concentration at saturated conditions. The values of the pa­
rameter M range from 1 for water [Cw(t, x, 0) = Cu,iSat] to 0 for dry soil 
[Cw(t, x, z) - Cw(t, x, 0) = 0]. The moisture parameter M, the fraction 
of area which is saturated with water, depends on soil type, root dis­
tribution, water table depth, and other variables [17]. In addition, the 
soil in urban areas is partly covered by buildings, pavement, etc., and 
this fraction cannot be readily estimated. In addition, in writing 
equation (12) anthropogenic water vapor sources have been neglected. 
More detailed models for predicting temperature distribution in the 
soil and the evaporation from the earth's surface are available [18]. 
Unfortunately, hydraulic and thermal properties of soil such as 
moisture potential, effective permeability (hydraulic conductivity), 
and moisture content as well as thermal diffusivities are not known 
for the soil types and textures encountered in urban areas [19]. 

The surface boundary condition for the pollutant concentration 
is written for a surface source by specifying the surface mass flux, mp, 
i.e., 

IP=-{DP+KZ
CP) 

dCp 

dz 
at 0 (13) 

It should be noted that in an urban area the pollutants are not all in­
troduced into the atmosphere from the surface, and this formulation 
then has certain physical limitations. Again, as with the moisture 
parameter M, there is little quantitative data on sources of individual 
pollutants at the surface. 

At the upwind rural boundary, the meteorological variables are 
predicted from the one-dimensional model of Bergstrom and Viskanta 
[13, 14]. This assumes that the flow into the urban area is fully de­
veloped and parallel and possesses no vertical velocity. Downwind 
of the city (i.e., in the rural area) it is assumed that all the meteoro­
logical and air pollution variables change slowly, or 

d<j> 
— = 0 at x = L 
dx 

(14) 

This condition implies that the downwind rural area is far away from 
the city center and that nearly fully developed conditions have been 
developed. At the initial time the variables are specified everywhere 
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and are assumed to be independent of the horizontal coordinate x. 
Radiation Transfer Model. The radiation transfer model used 

has been discussed in detail elsewhere [20] and therefore only a 
summary is included here. The urban atmosphere is again considered 
to be cloudless, plane-parallel, and consist of two layers: (1) the free 
atmosphere and (2) the urban PBL where most pollutants are con­
centrated. Prom below, the boundary layer is bounded by an opaque 
earth's surface which not only emits but also reflects radiation. The 
emission characteristics and albedo (reflectance) of the earth's surface 
in the model are arbitrary but prescribed functions of wavelength. The 
radiative transfer between the free atmosphere and the polluted PBL 
are coupled. The gaseous and particulate atmospheric constituents 
are considered to absorb, scatter, and emit radiation. Since multidi­
mensional radiative transfer is quite complex, it is assumed that the 
transport of radiation can be approximated by a quasi-two-dimen­
sional field based on the vertical temperature and water vapor and 
pollutant distributions at several predetermined horizontal positions. 
The radiative fluxes in the atmosphere can then be evaluated at these 
prescribed horizontal locations with suitable interpolation and used 
to determine the radiative fluxes between these locations. 

The radiative fluxes and flux divergences were evaluated by di­
viding the entire electromagnetic spectrum into a solar (0.3 < X ^ 4 
jum) and a thermal (4 < A < 100 lira) part. The computational details 
can be found in an earlier publication [20]. Suffice it to note that total 
emissivity data for water vapor and carbon dioxide were used and 
scattering was neglected in predicting radiative transfer in the thermal 
(longwave) part of the spectrum. It was assumed that the influence 
of gaseous pollutants could be confined to the 8-12 /an spectral region 
due to the relative opacity of the H2O and CO2 bands. Ethylene and 
sulfur dioxide were considered to be representative pollutants. The 
spectral absorption and scattering characteristics of the aerosol in a 
polluted atmosphere were determined from the model developed by 
Bergstrom [21]. The infrared properties of the aerosol were neglected 
for simplicity, but it should be noted that their effect would be the 
same as increasing the relative strength of the gaseous pollutant in­
frared absorption. Similarly, the solar absorption properties of the 
gases were neglected. 

Turbulent Diffusivities. Specification of turbulent diffusivities 
for an urban atmosphere in connection with numerical modeling of 
the PBL is a very difficult task and has been a subject of a recent re­
view [22]. The semi-empirical equations developed by Pandolfo, et 
al. [16] were first employed. The decay of turbulence in the upper part 
of PBL was accounted for following Blackadaar [23]. Late at night, 
when the atmosphere became quite stable, unrealistically deep in­
versions resulted. The Richardson numbers were found to exceed the 
critical value. For these cases the diffusivities predicted by Pandolfo's 
eddy diffusivity-Richardson number correlations were not applicable. 
In order to overcome this difficulty, the cubic polynomial developed 
by O'Brien [24] and used by Bornstein [10] was employed for diffu-
sivity prediction in the transition layer. 

Pandolfo's diffusivity model was employed in the entire PBL except 
under stable conditions. Stable conditions were assumed to exist when 
the average Richardson number in the lowest 25 m of the atmosphere 
was greater than zero. When this condition was reached, Pandolfo's 
model was used only near the surface while the polynomial was em­
ployed in the transition layer. Otherwise, Pandolfo's model was used 
throughout the entire PBL. If the Richardson number exceeded %, 
it was automatically reset to this value so that unreasonable diffusivity 
values would not be predicted under very stable conditions. 

Method of Solution 
The alternating-direction-implicit (ADI) method [25] was employed 

to solve the transport equations. The finite difference approximations 
for the spatial derivatives and the numerical algorithm are discussed 
in detail by Johnson [26]. 

In order to improve the resolution near the surface, a logarithmic-
uniform grid spacing was chosen in the vertical direction. The loga­
rithmic spacing extended to about 1 km from the earth's surface while 
from there to the assumed top of the PBL (~2 km) the spacing was 

uniform. This was accomplished by the transformation, f = A£n[(z 
+ B)/B], where A and B were arbitrary constants. Equidistant spacing 
was chosen for the horizontal direction. The results reported in the 
paper have been obtained using 22 nodes in the vertical direction and 
17 in the horizontal. 

Three-distinct time steps (one for the 2-D momentum equations, 
one for the other 2-D transport equations, and one for the 1-D 
transport equations) were varied and convergence studied. Also, to 
obtain some appreciation for the sensitivity of the model, numerical 
experiments were performed using different horizontal grid spacings 
and different vertical distribution of coordinates. The downwind error 
propagation has also been investigated. The detailed findings of these 
computations are given by Johnson [26]. 

Results and Discussion 
Numerical Experiments. The numerical model has been tested 

and a number of numerical experiments have been performed. Be­
cause of the length and scope of the paper, it is possible to include only 
some selected results that have been obtained. More extensive results 
including those for Gaussian distribution of urban heat-and pollutant 
emissions along the city are given elsewhere [26]. The experiments 
were designed to simulate the thermal structure and pollutant dis­
persion in the atmosphere and study the effects of various parameters. 
This was accomplished in the simulation by variation of (1) geostro-
phic wind speed, (2) characteristics of atmosphere-soil interface, (3) 
urban heat and pollutant emission parameters, (4) pollutant gas, and 
(5) distribution of urban parameters along the area. The interfacial 
parameters used are specified in Table 1. The horizontal distribution 
for the surface characteristics was established by selecting the values 
of parameters at the rural and urban center locations and, for the lack 
of any better data or information, a Gaussian distribution curve was 
fitted between the rural and urban center locations. A rectangular 
distribution was used for the urban heat and pollutant emissions along 
the surface. Out of a total 17 grid points in the horizontal x -direction, 
points 1 and 2 were in the upwind rural area and points 15,16, and 17 
were in the downwind rural area. The values for parameters Q, mi, 
and OT2 given in Table 1 represent mean values over the city. The 
simulations were started at noon (12:00) solar time and continued for 
a 24-hr period. 

The initial temperature profiles used were taken from Lettau and 
Davidson [27] for August 24,1954, and were imposed over the entire 
city (no x-variation). The initial horizontal and lateral velocity fields 
were either the same or decreased by a factor of two or four of those 
given by Lettau and Davidson for the O'Neill Great Plains Turbulence 
Study. The pollutant concentration profiles were initialized to a 
constant background value of 50 /ug/m3. The top of the PBL was ar­
bitrarily chosen to be at the height of 2000 m. The lower soil layer 
below the surface (z = — ZA = 50 cm) was held constant at a temper­
ature of 295.5 K. The horizontal grid Ax was chosen to be 1500 m, thus 
modeling an urban area 24 km along the x ̂ direction. The latitude was 
taken as 38.5 deg and summer conditions (solar declination 21 deg) 
were assumed. A summer day was chosen because most of the serious 
pollution episodes occur then and because solar radiation is the 
greatest. 

Table 1 Numerical values of interface parameters for 
simulations [ 2 6 ] 

Parameter 
Solar a lbedo , rs 
Thermal emi t t ance , ef 
Soil thermal conduct iv i ty , fti(W/mK) 
Soil thermal diffusivity, ots (W m 2 / s ) 
Surface roughness , z 0 ( m ) 
Halstead's mois ture parameter , M 
Lower soil bounda ry t empera tu re , T ^ ( K ) 295.5 
Urban hea t source , Q(W/m 2 ) 
Aerosol po l lu tan t source, m, (;Ug/m2-s) 
Pol lutant gas source, m2 (/Jg/m2-s) 

Upwind 
rural 

0.18 
0.90 
0.1 
1 
0.2 
0.1 

295.5 
2 
0 
0 

Urban 
center 

0.12 
0.95 
0.5 
2.5 
l!0 
0.05 

295.5 
20 

2.5 
2.5 
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Fig. 2 Variation of the energy balance flux components (<jas = absorbed 
solar, <jot = absorbed thermal, qe = emission, <7C = convection, qt = latent, 
qg = soil conduction, O = urban heat source) at the surface at 24:00 of the 
first day and 12:00 of the second day; rectangular distribution, radiatively 
nonparticipating, ug = 6 m/s and vg = 4 m/s 

Components of the Energy Balance at the Surface. The sur­
face temperature is a very important parameter as far as "forcing" 
of the model is concerned. For this reason the variation of the energy 
budget components along the urban area are presented in Fig. 2 at 
midnight (24:00) of the first day and noon (12:00) of the second day. 
Inspection of the figure shows that the emitted (<?e) and the absorbed 
thermal (<?at) fluxes are the dominant components. The convective 
(qc), the latent (qe), the soil conduction (qg) (between 0.95 W/m2 in 
the upwind rural area and 11.8 W/m2 at the city center), and the an­
thropogenic urban heat (Q) (20 W/m2, not shown in the figure) fluxes 
are significantly smaller. However, at noon the absorbed solar flux 
(<jaB) is the largest term in the energy balance and the urban heat 

source (Q) is the smallest. The reason Qas 
is maximum at the urban 

center is because the solar albedo, rs, is minimum there, see Table 1. 
At the urban center, x = 10.5 km, the soil heat conduction term (qg) 
amounts to only about 10 percent of the absorbed solar flux. The 
convective (qg) and the latent {qt) fluxes'are the two components 
which are quite sensitive to wind speed and show the greatest varia­
tion along the urban area. The reason the convective heat flux in­
creases to a maximum at the city center is that the turbulent eddy 
diffusivity increases as a result of roughness changes along the city 
while the latent flux reaches a minimum at the center due to decreased 
evaporation (reduction in the moisture parameter M in the city) which 
is controlled by M and not the surface roughness height 20. 

Temperature Distribution. The isopleths of the two-dimen­
sional potential temperature fields at 6-hr intervals for a simulation 
with radiatively nonparticipating pollutants are presented in Fig. 3. 
At 18:00 the atmosphere is nearly adiabatic, especially in the upwind 
rural area, with a thermal plume having a temperature of about 305 
K (note that the last digit denoting the temperature of the isotherms 
at 18:00, 24:00, and 06:00 hours has been truncated by the contour 
plotting program) forming at a height of about 100 m downwind of 
the city center (x = 10.5 km). However, the presence of the plume is 
not felt downwind since the upwind and downwind surface temper­
atures are nearly identical. A surface temperature inversion develops 

10 J r 

10' 

Z(M) 

101 

12 18 
X(KM) 

Tift = 06:03 

•12 

x(m) 
Tift = 12:03 

Fig. 3 Isopleths of potential temperature (in K); rectangular distribution, 
radiatively nonparticipating, ug = 6 m/s, vg = 4 m/s 

at night (parts at 24:00 and 06:00) and is seen to be deeper over the 
rural area than the city. This is indicative of the nocturnal heat island 
which decreases the stability of the atmosphere. The magnitude of 
this heat island is larger at night than during the day. This type of 
behavior is well documented [1, 28]. Just after sunrise (06:00) the 
surface inversion erodes rapidly due to the absorption of solar ra­
diation at the earth's surface. The surface inversion breaks up after 
sunrise because of the increased turbulence resulting from warmer 
surface temperatures. By 09:00 all traces of the inversion have then 
disappeared. Clarke and McElroy [29] did not observe a surface in­
version over Columbus, Ohio, or St. Louis, Missouri. The disagree­
ment between predictions and observations indicates that the value 
of the anthropogenic heat source Q used in the simulations may have 
been too small or more likely that the turbulence model employed is 
inadequate under stable meteorological conditions. 

The greatest temperature difference between a simulation without 
radiatively participating pollutants and a simulation with partici­
pating ones occurs at the surface; therefore, a comparison of the sur­
face temperatures is presented in Fig. 4. In the simulation with radi­
atively interacting pollutants ethylene (C2H4) was considered to be 
the representative gaseous pollutant. The choice of ethylene was made 
because of the availability of radiative property data and the fact that 
it has strong infrared absorption. Certainly the infrared spectra of a 
polluted urban atmosphere is much more complicated, but ethylene 
can be considered to be an approximation to an atmosphere with a 
large amount of hydrocarbon pollution. Sulfur dioxide (S02), which 
is a considerably weaker absorber of radiation, has also been consid­
ered as a typical pollutant [26]. During the day the particulate and 
gaseous pollutants appear to have compensating effects on the surface 
temperature. The aerosols decrease the solar flux while the gaseous 
pollutants increase the thermal flux incident at the surface. Results 
presented in Fig. 4 show that for the urban parameters and the par­
ticular conditions considered, the surface temperatures for a simu­
lation with radiatively interacting pollutants are always higher than 
for the simulation without radiatively noninteracting pollutants. The 
largest difference between the two surface temperatures occurs just 
before sunrise (05:00) and the smallest takes place about noon (12:00). 
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Fig. 4 Comparison of surface temperatures along the city between a simu­
lation with and without radiatively participating pollutants; ug = 6 m/s, vg = 
4 m/s, ethylene (C 2 H 4 ) pollutant gas 

Also, the highest surface temperature occurs at the center of the city 
or a small distance (about 1.5-6 km) downwind of the center. This is 
caused by the heating of air as it flows over the warm city. 

The diurnal variation of the surface temperatures at the upwind 
rural and the central urban locations for both the radiatively non-
participating and participating simulations are given in Table 2. The 
results show that the largest surface temperature difference between 
the two simulations occurs just before sunrise (between 04:00 and 
06:00) and is about 1CC higher for the radiatively participating sim­
ulation. By noon the next day the difference has decreased to 0.4°C. 
The fact that the surface temperatures are warmer in the morning 
hours for the radiatively participating simulation is significant. Higher 
surface temperatures result in decreased stability of the atmosphere 
at times in the morning when the dispersion of pollutants is most 
critical. The results also show that the presence of radiatively par­
ticipating pollutants in the atmosphere dampens the amplitude of 
the diurnal surface temperature variations. 

The urban heat island is a well known and accepted fact [1, 28]. The 
heat island intensity (maximum difference between upwind rural and 
highest urban surface temperature, ATu_ r m a x) predictions are shown 
in Fig. 5; also see Table 2. For the assumed rectangular distribution 
of urban heat sources the maximum surface temperature difference 

Table 2 Comparison of surface temperatures (in K) at the 
upwind rural (x = 0) and urban central (x = 10.5 km) 

locations for the radiatively nonparticipating and 
participating simulations 

Time 
(hr) 

1 2 : 0 0 
1 4 : 0 0 
1 6 : 0 0 
18 :00 
20 :00 
22 :00 
24 :00 
02 :00 
0 4 : 0 0 
06 :00 
0 8 : 0 0 
10 :00 
12 :00 

Radiatively 
nonpar t ic ipat ing 

Upwind 
rural 

308.89 
309 .72 
308 .18 
302 .83 
296 .93 
296 .03 
294 .96 
293 .64 
292.20 
295.90 
302 .35 
306 .74 
309 .23 

City 
center 
308.89 
310.02 
308 .51 
303.80 
299.05 
297.99 
297.07 
296 .25 
295.47 
297.27 
303 .05 
307.72 
310.47 

Radi atively 
part icipating 

Upwind 
rural 

308 .89 
309 .98 
308.47 
303.20 
298.05 
297 .01 
296.10 
295.17 
294 .00 
297.07 
302 .95 
307 .20 
309 .59 

City 
center 
308.89 
310 .23 
308 .75 
304.17 
299 .83 
298 .73 
297.89 
297 .19 
296 .53 
298 .25 
303.67 
308 .23 
310.87 
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~ 

-

-

-

/ 

1 
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TIME (HR) 
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Fig. 5 Comparison of maximum urban minus upwind rural surface differ­
ences; ug = 6 m/s, vg = 4 m/s, ethylene (C 2 H 4 ) pollutant gas 

occurred downwind of the center. The results presented in the figure 
show that there is a double peak in ATu-r,mm. The first smaller peak 
is noted in the evening about 20:00. It arises because of more rapid 
cooling at the upwind rural area than in the city. The second peak 
occurs before sunrise and increases to a value of about 3.5°C for the 
simulation with nonparticipating pollutants. The latter peak is pri­
marily due to the differences in the physical properties of the soil and 
the radiation characteristics of the surface in the urban and rural areas 
as well as the stability of the atmosphere, which affects the eddy 
diffusivities and through them the surface temperatures. For the 
population of the urban area and wind speeds of the simulation, this 
value is in good agreement with the observations and empirical cor­
relation of Oke [21]. For a simulation with lower wind speeds ug a; 
3 m/s and vg =a 2 m/s, which are not reported here, the maximum heat 
island intensity reached about 8°C. The results are in good agreement 
with nighttime and daytime observed temperature excesses between 
the urban and rural locations [28, 30]. What is particularly encour­
aging is that urban-rural temperature differences of about 3°C have 
been observed by Clarke and McElroy [29] for the city of St. Louis, 
Missouri, near sunrise during several observational periods in August 
1973. The meteorological conditions for the observed value of 3°C 
were similar to those for the simulation runs. 

The maximum urban-rural surface temperature differences are a 
result of complex interaction of the flow of air over a rough urban area, 
the manmade heat and pollutant sources, and the radiative partici­
pation by the aerosol and gaseous pollutants. Individual influences 
cannot be readily attributed. The primary reason for the smaller 
AT u _ r m a x for the simulations with the radiatively participating 
pollutants is the change in the upwind rural conditions. In the radi­
atively interacting simulation the presence of background pollutants 
increased the downward thermal flux incident on the surface and as 
a result the rural surface temperatures were somewhat higher for this 
experiment; see Table 2. Background pollutants were introduced in 
the upwind rural area because the atmosphere is not completely free 
of pollutants a few kilometers upwind and downwind of the city. The 
concentration used in the sirriulations may have been too high and 
a lower value may have yielded more realistic urban-rural temperature 
differences. 

Pollutant Concentration Distribution. The pollutant con­
centration isopleths (in #g/m3) over the city for the simulation with 
radiatively nonparticipating pollutants with a rectangular distribution 
of pollutant emissions along the city at 6-hr intervals are presented 
in Fig. 6. Since the aerosol emission flux ( m j was assumed to be 
identical to that of the pollutant gas, the aerosol concentrations are 
identical to those of the gaseous pollutant. The pollutant emission 
fluxes mi and m,2 were chosen to produce reasonable concentrations 
in the atmosphere. At any given time the average pollutant concen­
tration in the PBL did not exceed 70 ,ug/m3. The results show the 
buildup of pollutant concentrations during the night. After sunrise 
(06:00), the atmosphere becomes unstable, and the pollutants are 
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Fig. 6 Pollutant concentration isopleths (multiply numbers in the figures by 
10 to obtain concentrations in fig/m3); radiatively nonparticipating pollutants, 
ug = 6 m/s, vg = 4 m/s 

dispersed rather effectively by vertical diffusion and horizontal ad-
vection. The worst times for dispersion are in the late evening and 
early morning, while the middle of the day is generally the best [2]. 
The isopleths show the formation of a pollutant plume downwind of 
the city center. The highest pollutant concentrations are at the surface 
and are confined to heights less than 10 m. Modeling of all pollutant 
emissions as surface sources is somewhat unrealistic. The surface 
concentrations are very sensitive to the turbulent diffusivities at the 
first few grid points above the ground. The diurnal trends in the 
surface pollutant concentrations can be explained on the basis of the 
diurnal variation of turbulent diffusivity at the first vertical grid point. 
The pollutant concentration isopleths for a simulation with radiatively 
participating pollutants are similar to those of Fig. 6 and are therefore 
not presented for the sake of brevity but can be found elsewhere 
[26]. 

The pollutant concentrations near the ground reach a maximum 
just before sunrise (05:00) and then decrease sharply as the earth's 
surface is heated by absorption of solar radiation and the stable layer 
is eroded. The results obtained show that for the particular values of 
urban parameters and meteorological conditions considered in the 
simulations, the radiatively participating pollutants in the atmosphere 
raise the urban surface temperature, decrease stability, and lower 
pollutant concentrations. The maximum reduction is before sunrise 
(05:00) and amounts to over 25 percent while at noon (12:00) the re­
duction is only 2 percent. The results obtained show that the radiative 
participation by pollutants may have the potential of affecting their 
own dispersion, especially peak concentrations before and after 
sunrise. The meteorological conditions considered in the numerical 
simulations were not critical for pollutant dispersion. Under more 
adverse dispersion conditions such as may arise for lower wind speeds 
and/or stable elevated layers, the coupling between the radiatively 
participating pollutants and their own dispersion may be stronger. 

Conclusions 
An unsteady two-dimensional transport model which accounts for 

the interaction between pollutants and the dynamics has been de­
veloped. The model is capable of simulating temperature structure 

and pollutant dispersion in an urban atmosphere. The numerical 
simulations performed with the model predicted an urban heat island, 
which is in agreement with observations for St. Louis, Missouri. For 
the urban parameters and meteorological conditions considered in 
the simulations, the radiatively participating pollutants are relatively 
unimportant in forming the urban heat island when compared to other 
factors. During the night, the radiatively interacting gaseous pollutant 
increased the surface temperature in the city. The higher temperature 
decreased stability of the atmosphere near the ground and reduced 
pollutant concentration when compared with noninteracting pollu­
tants. The net effect of gaseous and particulate pollutants during 
daytime on temperatures and pollutant concentrations near the 
ground is relatively small. There is a tendency within the earth-
atmosphere system for compensation, but radiative transfer is im­
portant in the energetics of the PBL. 

The feedback mechanism between pollution, thermal structure, 
stability, and dispersion has the potential of being significant in 
modifying temperature and pollutant dispersion in the atmosphere 
near the surface under more stable conditions and higher pollutant 
mass loadings. However, the magnitudes of the changes are dependent 
on the coupling between the radiative properties of air pollution and 
buoyancy-induced turbulence, neither of which is really well under­
stood. Thus, the magnitude of the change is uncertain. 

The numerical model has been partially verified by observations; 
however, it needs continuous modification as more understanding is 
gained. The model can be a valuable tool, for example, in urban 
planning. It can be used to examine the potential environmental 
impact resulting from proposed urban changes and to provide answers 
to other questions which cannot be answered by observations. 
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An Analysis of Free Convective Subscripts 
Heat Transfer With Density ' =inner cylinder 
Inversion of Water Between ° = o u ] e r cflinder 

m TT • , i yi . • r = /'-direction 
Two Horizontal Concentric 0 = 0_direction 
Cyl inders 

N. Seki,1 S. Fukusako,2 and M. Nakaoka3 

Nomenclature 
Cp* = dimensionless specific heat of fluid, Cp/Cpi 
d = cylinder diameter 
Gr = Grashof number, gr3/vi2 

L = gap width, (d0 - d;)/2 
Nuioc = local Nusselt number, qL/(AT\) 
Nu = average Nusselt number, Q(L/(7rd,'A;AT) 
Pr = Prandtl number, ixCpl\ 
q - local heat flux 
Qt = total heat transfer rate per unit length 
r = radial-direction coordinate 
R = dimensionless radial-direction coordinate, /•//•; 
T = temperature 
AT = temperature difference, T0 — T,(= To) 
V = dimensionless velocity, u(r;/(i<;-\/Grj) 
/J = coefficient of thermal expansion (absolute value) 
9 = dimensionless temperature, (T - T,)/(To — T,) 
li* = dimensionless viscosity, M/MI 
v* = dimensionless kinematic viscosity, vhi 
p* = dimensionless density, plpi 
tj> = angle 
* = dimensionless stream function, i/ ,/(^v /Gr) 
fl = dimensionless vorticity, o>|r,-V(vjv'Gr)) 
A* = dimensionless thermal conductivity, A/A; 
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Introduction 
Free convective heat transfer between horizontal concentric cyl­

inders has been extensively investigated both experimentally and 
analytically [1-3].4 It must be noted, however, that little attention has 
been devoted to the related problem of free convective heat transfer 
involving density inversion. An experimental study of free convective 
heat transfer with density inversion of water for the title system was 
recently carried out by the authors [4]. Observation of the flow pat­
terns and determination of the heat transfer were performed under 
the condition that the temperature of inner cylinder was maintained 
at 0°C, while the temperature of outer cylinder was varied from 1 to 
15°C. It was concluded that the flow patterns of water in the annular 
gap were significantly altered by density inversion and that the av­
erage Nusselt number was a peculiar function of the temperature 
difference between inner and outer cylinder surface temperatures. 

The purpose of this technical note is to report the results of an 
analytical study of the free convective heat transfer of water in the 
presence of density inversion for the system described in [4] and to 
compare them with the previous experimental results. 

Analysis 
The basic geometrical configuration considered is that of a cylin­

drical fluid enclosed between two horizontal concentric cylinders. It 
is assumed that the temperature of each cylinder is uniform, the inner 
cylinder being colder and at 0°C. One uses cylindrical coordinates, 
the angular coordinate 4> being measured clockwise from the upper­
most point of the cylinders. It is also assumed that the flow is sym­
metric with respect to the vertical plane through the axis of the cyl­
inders. Accordingly, attention is confined to the range 0 s 0 s ir. 

The governing equations consist of the conservation laws of mass, 
momentum, and energy for the plane, cylindrical laminar flow. The 
analytical studies by Watson [5] and Seki, et al. [6] on free convective 
heat transfer under the influence of density inversion in a rectangular 
vessel suggested that the effect of physical property variation such 
as viscosity or thermal conductivity on flow field and convection heat 

4 Numbers in brackets designate References at end of technical note. 
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Table 1 The functions a, b, c, and d of equation (4) 

PricP 

1//GF - {[R(3p*/3R)sin,p + (3p*/3<p)cos,f] + RES } 

I - Rn 

l/^r 0 

RES denotes terms associated with higher order derivatives of p and p with 

respect to R or $. 

CONDUCTION 

i, 6Nuloc.i 

PREDICTED 

Fig. 1 Streamline pattern and local Nusselt number, d0 = 121.5 mm, d, = 
69.6 mm, and T0 = 6°C 

transfer could not be neglected. All fluid properties, therefore, are 
considered to be dependent on temperature, each approximated as 
a function of temperature by a polynomial of the 4th or the 5th degree. 
For example, the density-temperature relationship is approximated 
by the following form [8]. 

= 1/(1 + a'T + b'T2 + c'T3 + d'T*) 

where 

a' = -0.678964520 X 10-4(1/°C), 
b' = 0.907294338 X 10-5(1/°C)2, 

c' = -0.964568125 X 10~7(1/°C)3 

and d' = 0.873702983 X 10-9(1/°C)4 

As usual, the vorticity component u> is introduced according to: 

w = (l/r)d(ru4,)/dr - (l/r)dvr/d<p (2) 

where ur and v^, can be eliminated via the stream function i/<: 

vr = (pi/p)(l/r)dHd<t>, vt = -(Pi/p)d<p/dr (3) 

Then, a common representation of the governing equations in terms 
of the dimensionless quantities introduced in the Nomenclature can 
be devised. After various rearrangement and utilizing equations (2) 
and (3) we obtain 

LdR \ d<l>/ 3d, \ dR/ J 

-c — (bR — » 
dR dR/ 

( b ^ ) + d -
\ R d<j>/ 

0 (4) 

where S is a general dependent variable representing either U, ^ , or 
9. The functions a-d are listed in Table 1. The derivation of the fi­
nite-difference form of equation (4) is described in great detail in [7]. 
One divides the flow field into a number of rectangular grids with 
spacing k and (, respectively in the r- and ^-directions. Let the 
numbers of the grids in the r- and ^-directions be M and N. Then, k 
= (Ro — Ri)/M and £ = w/N. In the present analysis the mesh size of 
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M = 25, N = 36 was employed. The boundary conditions are based 
on the vanishing of velocity and the uniformity of temperature on the 
solid surfaces and the assumption that flow is symmetric with respect 
to the vertical plane through the axis of the cylinders. The iterative 
procedure used to solve equation (4) is repeated until the following 
condition is satisfied: 

max(|Hy ( m )-S*./<" ,-1>|/ |H I j<"-1>|) 
r s 5 X l 0 - 4 ( i = 1,2, ...,M,j = 1,2,...,N) (5) 

where the superscripts (m) and (m — 1) indicate the values at the 
(m)th and (m — l)th iterations, respectively, and max| } denotes the 
maximum of the entity in ( j . 

R e s u l t s and D i s c u s s i o n s 
A typical pattern of calculated streamline and a corresponding local 

Nusselt number on inner and outer cylinder for T0 = 6°C are shown 
in Fig. 1 along with the experimental data reported earlier in [4]. The 
similarity of the streamline patterns shown in Fig. 1 with those of Fig. 
4 of [4] is evident. They indicate the existence of two counter eddies 
of almost equal size, which are believed to be due to the effect of 
density inversion of water at 4°C. It can also be seen that there are 
discrepancies between the analytical heat transfer results and the 
experimental data, especially over the surface of inner cylinder. It 
should be noted that the local heat flux for the outer cylinder is 
evaluated from electric input to each main heater which consists of 
twelve independently controllable heaters with individual guard 
heaters, while the local heat flux for the inner cylinder is obtained 
from measured temperature gradient adjacent to the surface. 

Further comparison with experiments is afforded by the average 
Nusselt number. The calculated average Nusselt number for do/di 
= 3.44 is shown in Fig. 2 along with the experimental results of [4]. 
It is seen that both the analytically and experimentally determined 
Nusselt numbers do not increase monotonously with increasing AT 

Fig. 2 Average Nusselt number, d0/d, = 3.44 -, 
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as is the case when density inversion is absent. The appearance of such 
a sharp minimum of the calculated average Nusselt number seems 
to have a relation with the coexistence of two counter standing eddies 
of approximately the same size and the same strength, followed by 
the abrupt change of the streamlines and the isotherms through 
critical AT. Generally speaking, qualitative trends of the present 
prediction are in good agreement with the experimental data, even 
though the analytical results are underpredicted by about 10 percent. 
The disagreement may be due to the inadequacy of boundary condi­
tions used in the analytical model. However, it is reasonable to con­
clude that the complex flow patterns and the heat transfer charac­
teristics obtained earlier by the authors and reported in [4] can indeed 
be predicted by analysis with good success. 
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Experimental Study of Free 
Convective Heat Transfer From 
Inclined Cylinders 
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Nomenclature 
A = constant in horizontal cylinder equation 
B = constant in vertical cylinder equation 
D = cylinder diameter 
GD = Grashof number based on D 
Ge = Grashof number based on ( 
h — heat transfer coefficient 
k = conductivity of model material 
I = heated length of cylinder 
t* = tl(D tan 0) 
No = Nusselt number based on D 
Nfl// = value of Nfl given by horizontal cylinder equation 
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Table 1 

Model 
Number 

1 

2 

3 

4 

Diameter, D 
mm 

25.4 

19.1 

19.1 

19.1 

Heated Length, I 
mm 

203.2 

203.2 

152.4 

304.8 

H 

D 

e.oo 

10.67 

8.00 

16.00 

Nc v = value of N D given by vertical cylinder equation 
Ne = Nusselt number based on t 
n = index in equation (7) 
Pr = Prandtl number 
<)> = angle of cylinder to horizontal 

Introduction 
The present study is concerned with the experimental determi­

nation of mean heat transfer rates by free convection from circular 
cylinders, inclined at an angle <j> to the horizontal, to air, the situation 
considered being shown diagrammatically in Fig. 1. In this situation 
there are, of course, in general, components of the buoyancy force both 
normal to, and parallel to, the axis of the cylinder. For this reason, the 
flow over the cylinder will, in general, be three-dimensional. 

A number of studies of free convection from horizontal cylinders, 
i.e., where 0 = 0 deg, and from vertical cylinders, i.e., where 0 = 90 deg, 
are available, the flow over the cylinder in these two limiting situations 
being, of course, two-dimensional. Correlation equations for the heat 
transfer rate in these two situations are well-established, e.g., see 
reference [l].2 Little attention appears, however, to have been given 
to the case where the cylinder is inclined at an arbitrary angle to the 
horizontal, the numerical study described in reference [2] appearing 
to be the most relevant to the present study. 

Experimental Procedure 
Four cylindrical models were used in the present study, their main 

dimensions being listed in Table 1. All of these cylinders were made 
of solid aluminum with nylon insulating pieces of the same diameter 
as the model attached to each end as indicated in Fig. 1, these bringing 
the overall length of all the assembled models to approximately 0.42 
m. A series of five small-diameter holes were drilled longitudinally 
to various depths into each model. Thermocouples were inserted into 
these holes, allowing the model temperature to be measured at various 
axial locations. The depth of the holes was such that the thermocou­
ples were approximately equally spaced along the length of the model. 
The models could be mounted, in turn, in a pivoted frame which al­
lowed them to be set at various angles to the horizontal. This frame 
was placed in a large chamber vented to the atmosphere. 

Heat transfer rates from the models were determined by measuring 
the rates at which they cooled after being uniformly heated. Each 
model, in turn, was mounted in the frame and was then set at the 
desired angle. The model was then heated to a temperature of about 
110°C. After allowing a period for equilibrium conditions to be 
reached, the temperatures at the various thermocouple positions were 
sequentially recorded at 1-s intervals during the period in which the 
mean model temperature dropped from approximately 100-90° C. 
The time that this cooling took depended, of course, on the size of the 
model being tested, typically being of the order of 300 s. Consideration 
of the orders of magnitude of the terms in the governing equations, 
therefore, indicates that the time-dependent terms in these equations 
are negligible compared to the other terms and the measured heat 
transfer rates will, consequently, effectively be equal to those appli­
cable to steady-state heat transfer under the same conditions. 
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as is the case when density inversion is absent. The appearance of such 
a sharp minimum of the calculated average Nusselt number seems 
to have a relation with the coexistence of two counter standing eddies 
of approximately the same size and the same strength, followed by 
the abrupt change of the streamlines and the isotherms through 
critical AT. Generally speaking, qualitative trends of the present 
prediction are in good agreement with the experimental data, even 
though the analytical results are underpredicted by about 10 percent. 
The disagreement may be due to the inadequacy of boundary condi­
tions used in the analytical model. However, it is reasonable to con­
clude that the complex flow patterns and the heat transfer charac­
teristics obtained earlier by the authors and reported in [4] can indeed 
be predicted by analysis with good success. 
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No = Nusselt number based on D 
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Introduction 
The present study is concerned with the experimental determi­

nation of mean heat transfer rates by free convection from circular 
cylinders, inclined at an angle <j> to the horizontal, to air, the situation 
considered being shown diagrammatically in Fig. 1. In this situation 
there are, of course, in general, components of the buoyancy force both 
normal to, and parallel to, the axis of the cylinder. For this reason, the 
flow over the cylinder will, in general, be three-dimensional. 

A number of studies of free convection from horizontal cylinders, 
i.e., where 0 = 0 deg, and from vertical cylinders, i.e., where 0 = 90 deg, 
are available, the flow over the cylinder in these two limiting situations 
being, of course, two-dimensional. Correlation equations for the heat 
transfer rate in these two situations are well-established, e.g., see 
reference [l].2 Little attention appears, however, to have been given 
to the case where the cylinder is inclined at an arbitrary angle to the 
horizontal, the numerical study described in reference [2] appearing 
to be the most relevant to the present study. 

Experimental Procedure 
Four cylindrical models were used in the present study, their main 

dimensions being listed in Table 1. All of these cylinders were made 
of solid aluminum with nylon insulating pieces of the same diameter 
as the model attached to each end as indicated in Fig. 1, these bringing 
the overall length of all the assembled models to approximately 0.42 
m. A series of five small-diameter holes were drilled longitudinally 
to various depths into each model. Thermocouples were inserted into 
these holes, allowing the model temperature to be measured at various 
axial locations. The depth of the holes was such that the thermocou­
ples were approximately equally spaced along the length of the model. 
The models could be mounted, in turn, in a pivoted frame which al­
lowed them to be set at various angles to the horizontal. This frame 
was placed in a large chamber vented to the atmosphere. 

Heat transfer rates from the models were determined by measuring 
the rates at which they cooled after being uniformly heated. Each 
model, in turn, was mounted in the frame and was then set at the 
desired angle. The model was then heated to a temperature of about 
110°C. After allowing a period for equilibrium conditions to be 
reached, the temperatures at the various thermocouple positions were 
sequentially recorded at 1-s intervals during the period in which the 
mean model temperature dropped from approximately 100-90° C. 
The time that this cooling took depended, of course, on the size of the 
model being tested, typically being of the order of 300 s. Consideration 
of the orders of magnitude of the terms in the governing equations, 
therefore, indicates that the time-dependent terms in these equations 
are negligible compared to the other terms and the measured heat 
transfer rates will, consequently, effectively be equal to those appli­
cable to steady-state heat transfer under the same conditions. 
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Although the temperature remained effectively uniform across all 
sections of the model due to the small Biot numbers involved in the 
process (hD/k was less than 0.001 in all cases), small variations existed 
in the axial direction along the models when they were tested in the 
near vertical positions, the overall temperature variation at a given 
instant of time being of the order of 2°C at most. Sufficient temper­
ature readings were, however, taken to allow the mean model tem­
perature at a given time to be determined. Experience with similar 
models used in the study of heat transfer from vertical cylinders has 
indicated that the number of thermocouples used was adequate to 
define the mean model temperature. The mean heat transfer rate was 
then determined in the usual way from the measured variation of 
mean temperature with time, it being assumed that the heat transfer 
coefficient was constant over the relatively narrow temperature range 
over which measurements were made and that the heat transfer be­
tween the model and the nylon end pieces was negligible. A correction 
for radiant heat transfer was applied, this amounting to about 5 
percent of the total heat transfer. Conduction heat transfer between 
the model and the insulating end pieces, of course, takes place during 
the cooling process. Attempts have been made to deduce the effect 
of this on the results, but this is rendered difficult by the unsteady 
nature of the problem and the unknown initial conditions in the end 
pieces. However, all attempted analyses have indicated that the effect 
will be small and will probably cause an error of less than 1 percent 
in the predicted value of h. 
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Fig. 2 Typical variation of heat transfer rate with angle of inclination 

Fig. 3 Correlated results for all models 

Tests were carried out, in the manner described previously, with 
each of the four models at angles <t> of 0,15, 30,45, 60, 75, 82.5, and 90 
deg to the horizontal. 

Results and Discussion 
The results will, of course, be presented in terms of Nusselt and 

Grashof numbers. The fluid properties in these numbers were eval­
uated at the average of the mean model temperature during the test 
(approximately 95°C) and the ambient temperature. A typical vari­
ation of Nusselt number with angle is shown in Fig. 2. 

Now, for the range of Grashof numbers covered by the present tests, 
(Grj was approximately 90,000 for model 1 and 40,000 for the other 
models), previous studies have indicated that for 4> = 0 deg, the heat 
transfer rate is given by an equation of the form 

Nfl/G f l
0 : A(Pr) (1) 

Since the Prandtl number remained essentially constant in the 
present tests, A is constant, the average value obtained from the tests 
with all models being 0.42. This value is within the scatter of data 
obtained in previous experimental studies. 

Further, for the range of Grashof numbers covered by the tests, (G( 
lies approximately in the range 2 X 107-2 X 108) previous studies have 
indicated that for 0 = 90 deg, the heat transfer rate is given by an 
equation of the form 

N D / G / - 2 6 = B(Pr) (2) 

The present tests give B as 0.55 which is also within the scatter of 
available data for this Grashof number range. 

For an arbitrary angle of inclination </>, [2] indicates that, provided 
the boundary layer equations apply, which will be the case for the 
Grashof number range covered by the present tests, then for a given 
Prandtl number 

N D / (G D cos 0 ) 0 2 5 = function (tID tan <j>) 

= function ({*) (3) 

This result is obtained by rewriting the boundary layer equations 
in terms of suitable dimensionless variables. 

The results for all of the models are plotted in terms of the variable 
given in this equation in Fig. 3, from which it will be seen that rela­
tively good correlation is obtained, the results for all models agreeing 
to within approximately 10 percent when plotted in this way. For large 
values of £*, the component of buoyancy force parallel to the axis of 
the cylinder will have a negligible effect on the flow, which is then 
effectively two-dimensional, and, therefore, in view of equation (1), 
the following will apply. 
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ND / (G f l cos 0)0-26 = 0.42 (4) value of n, equation (8) becomes 

Similarly, for small values of (* the component of buoyancy force 
normal to the axis will have a negligible effect on the flow which is 
then, again, effectively two-dimensional and in this case, therefore, 
in view of equation (2), the following will apply 

N, / (G, sin 0)0-26 = 0.55 (5) 

This can be rearranged to give 

. N c / (G f l cos 4>)0-25 = 0.55/r°-2B (6) 

The variations given by equations (4) and (6) are shown in Fig. 3. 
It will be seen that for I* greater than about 10, equation (4) applies 
while for (* less than about 1, equation (6) applies. Thus, it is only 
between I* of about 1 and 10 that three-dimensional effects are im­
portant. In this intermediate three-dimensional region, the heat 
transfer rate is higher than that given by either of the two-dimensional 
flow equations, i.e., equations (4) and (6). 

In the intermediate range it will be assumed that the variation of 
No can be approximately represented by an equation of the form 

N D
n = N z w " + N w " (7) 

where NDH and Noy are given by equations (4) and (6), respectively. 
Using these two equations, equation (7) can be rearranged to give 

N D / (G D COS 4>)0-25 = 0.42[1 + (lM/e*0-25)"}1'" (8) 

It will be seen from Fig. 3 that an equation of this form does cor­
relate the results relatively well when n is set equal to 8. With this 

Flow and Heat Transfer Over a 
Flat Plate With Uniformly 
Distributed, Vectored Surface 
Mass Transfer 
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I n t r o d u c t i o n 
The study of forced convection over a heated surface with mass 

injection and suction at the surface finds many important applications 
in engineering, such as film cooling of rocket engines and boundary 
layer control of aerodynamic bodies. Almost all of the analytical work 
to date deals with mass transfer that is normal to the surface. In 
practice, however, the surface mass transfer may include a stream wise 
velocity component uw as well as a normal component vw. This con­
stitutes "vectored" surface mass transfer. In an extensive analytical 
study, Inger and Swean [l]3 investigated the effect of vectored mass 
transfer on laminar flow and heat transfer over a flat plate under 
conditions where similarity solutions exist, i.e., vw ~ x~1/2 and uw -
constant. From the practical point of view, however, vectored blowing 
or suction with uniform vw may be more easily realized than with vw 

~ x~l12. The present study was undertaken to provide flow and heat 
transfer results corresponding to vectored surface mass transfer where 
both vw and uw are uniform along the surface. 
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NB / (G f l cos 0)0-26 = 0.42[1 + (1.31/r0-25)8]0-125 (9) 

This equation will, of course, only apply in the Grashof number range 
in which equations (1) and (2) apply, i.e., Grashof numbers approxi­
mately between 104 and 109. 

Conc lus ions 
The results indicate that free convective heat transfer rates from 

inclined cylinders, for the Grashof number range considered, can be 
correlated in terms of the variables given in equation (3). The results 
indicate that for t* greater than about 10, the flow over the cylinder 
is essentially the same as that over a horizontal cylinder while for (* 
less than about 1, the flow is essentially the same as that over a vertical 
cylinder, the appropriate buoyancy force component being used in 
both cases and, in both cases, the flow being essentially two-dimen­
sional. In the intermediate region between (* of 1 and 10, in which 
the flow will be three-dimensional, the heat transfer rate is reasonably 
well correlated using the empirical equation given in equation (9). 
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Canada. 
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Analysis 
Consider a flat plate aligned parallel to a uniform free stream having 

velocity u„, and temperature T*,. The plate is maintained at a uniform 
temperature Tw, and there is a surface mass transfer characterized 
by velocity components uw and uw, both of which are spatially uni­
form. The governing equations for mass, momentum, and energy 
conservation are the steady, two-dimensional, laminar boundary layer 
equations for a constant-property fluid. Similarity solutions are 
precluded because vw is a constant. 

As the first step in the analysis, one introduces the new dimen-
sionless coordinates 

f = {vw/u«,)(2u„x/v)1'2, v = y(uj2»x)W (1) 

along with a reduced stream function /(£, rf) and a dimensionless 
temperature 0(£, ?;) 

/({,u) = *(*.y)/(2w*-*)1 /2 , »(*,*) = (T-T„)KTW-T~) (2) 

In terms of/ and 6, the x -momentum and energy equations along with 
their boundary conditions assume the form 

/'" + //" = W'df'/ai - f"df/dO (3) 

f'(£,0) = uju„, M, 0) + £df(i, 0)m = -* , / U » ) = 1 (4) 

- f l " + / f l ' = { ( / W 3 f - « ' W (5) 
Pr 

0(£, 0) = 1, 0(£, ») = 0 (6) 

In the foregoing equations, the primes stand for partial differentiation 
with respect to r). 

To cope with the fact that equations (3)-(6) do not admit a simi­
larity solution, the local nonsimilarity method was employed. The 
procedures for generating and solving local nonsimilarity equations 
at various levels ol truncation are well-documented elsewhere (see, 
for example, [2-3]) and, to conserve space, will not be repeated here. 
For the present problem, solutions were obtained at the third level 
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normal to the axis will have a negligible effect on the flow which is 
then, again, effectively two-dimensional and in this case, therefore, 
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This can be rearranged to give 
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This equation will, of course, only apply in the Grashof number range 
in which equations (1) and (2) apply, i.e., Grashof numbers approxi­
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correlated in terms of the variables given in equation (3). The results 
indicate that for t* greater than about 10, the flow over the cylinder 
is essentially the same as that over a horizontal cylinder while for (* 
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cylinder, the appropriate buoyancy force component being used in 
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Consider a flat plate aligned parallel to a uniform free stream having 

velocity u„, and temperature T*,. The plate is maintained at a uniform 
temperature Tw, and there is a surface mass transfer characterized 
by velocity components uw and uw, both of which are spatially uni­
form. The governing equations for mass, momentum, and energy 
conservation are the steady, two-dimensional, laminar boundary layer 
equations for a constant-property fluid. Similarity solutions are 
precluded because vw is a constant. 

As the first step in the analysis, one introduces the new dimen-
sionless coordinates 

f = {vw/u«,)(2u„x/v)1'2, v = y(uj2»x)W (1) 

along with a reduced stream function /(£, rf) and a dimensionless 
temperature 0(£, ?;) 

/({,u) = *(*.y)/(2w*-*)1 /2 , »(*,*) = (T-T„)KTW-T~) (2) 

In terms of/ and 6, the x -momentum and energy equations along with 
their boundary conditions assume the form 

/'" + //" = W'df'/ai - f"df/dO (3) 
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In the foregoing equations, the primes stand for partial differentiation 
with respect to r). 

To cope with the fact that equations (3)-(6) do not admit a simi­
larity solution, the local nonsimilarity method was employed. The 
procedures for generating and solving local nonsimilarity equations 
at various levels ol truncation are well-documented elsewhere (see, 
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For the present problem, solutions were obtained at the third level 
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of truncation. If, in addition to /, auxiliary dependent variables g = 
d//d£ and h = 32//d£2 are used, the governing equations for the ve­
locity problem are 

f'"+ff" = i(fg'-f"g) 

g'" + fg" - fg' + ifg - ag'g' - g"g) = wh' - fh) 

h'" + fh" - 2f'h' + 3f"h + Agg" - Ig'g' = 0 (7) 

/'(£, 0) = u j u . , /(£, 0) = -kl2, /'(£, o=) = 1 

S ' ( f , 0 )=0 , g(£,0) = - l / 2 , g ' ( J , » ) = o 

fc'(£,0) = 0, h(£,0) = 0, h'(£,o*) = 0 (8) 

For the temperature problem, with 0 = <W<9£ and x = d26/dtj2, one can 
derive 

Pr 
0" + fB' = £(/'</> - B'g) 

Pr 
(A"+ /<//-/> + : • £(g'0 - <j>'g) = Wx - B'h) 

— x" + fx' - 2/'x + 4g0' - 2g'c6 + Zhff = 0 (9) 
Pr 

0(£,O) = 1, 0(£, ») = 0, 0(£,O) = O, 0(£, ») = 0 

x(£,0) = 0, x(£.°°) = 0 (10) 

The physical quantities of interest are the local friction factor Cf 
and local Nusselt number Nux- defined by 

Cf = Tw/(puay2), Nux = qwx/k(Tw - T„) (11) 

These can readily be related to the solution variables via the expres­
sions 

CfRex
1/2 = V2f"U, 0), NujRe*-1 '2 = -£>'(£, 0)A/2 (12) 

where Rex = u„x/v. 

R e s u l t s and D i s c u s s i o n 
Numerical results for the wall shear and surface heat transfer were 

obtained for a wide range of values of the { parameter from —1.0 to 
1.0 and values of the tangential surface velocity um/u^ covering both 
downstream vectoring (uw > 0) and upstream vectoring (um < 0). The 
wall shear results C/Re.t

 1 / 2 / \ /2 for downstream vectoring are illus­
trated in Fig. 1 for u,„/u„ = 0, 0.25, 0.50, and 0.75. The corresponding 
surface heat transfer results v /2Nu.rRe i-

-1/ '2 for gases having a Prandtl 
number of 0.7 are shown in Fig. 2. Also included in these figures for 
comparison purposes are the results from the similarity case (i.e., 
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Fig. 2 Surface heat transfer results for downstream vectoring 

uw ~ x~l/2) for u„,/u„ = 0 and 0.50. 
Fig. 1 shows that for a given value of K J B . > 0, the wall shear de­

creases monotonically with £ as the suction intensity decreases from 
—1.0 to 0 and as the injection intensity increases from 0 to 1.0. This 
behavior is the same as that for the case in which the mass transfer 
is normal to the surface. The ordering of the curves with u„,/u„ is 
governed by two factors: (1) The decreasing variation of u across the 
boundary layer which accompanies an increase in uw/u^, (2) the ex­
traction or introduction of x -momentum at the wall. The first of these 
factors gives rise to a lower shear stress with increasing uw/ua. For 
suction, the spread among the curves is accentuated by the extraction 
of x -momentum at the surface. On the other hand, the introduction 
of x-momentum which accompanies injection tends to increase the 
wall shear, and this accounts for the crossing of the curves for positive 
J values. 

The heat transfer results for downstream vectoring, Fig. 2, show 
that for a given uw/u„ value, the local surface heat transfer rate, like 
that of the wall shear, decreases monotonically as the suction intensity 
decreases and as the injection intensity increases. However, in contrast 
to Fig. 1, the ordering of the curves is reversed and there are no 
crossings in the £ range corresponding to injection. The higher rates 
of the surface heat transfer associated with larger values of um/u „ are 
due to the presence of a nonzero streamwise velocity at the wall. 

A comparison of the present results with those of the similarity case 
(i.e., vw ~ x~1/2) for two values of uwlu^ = 0 and 0.5 in Figs. 1 and 2 
shows that the similarity case predicts smaller values of the wall shear 
and surface heat transfer for injection. The opposite trend is in evi­
dence for suction. It can also be seen that the blow-off condition (i.e., 
/"(£, 0) = 0) occurs at a larger f value for the uniform injection than 
for the similarity injection and, furthermore, that blow-off occurs at 
larger injection intensities as uw/u„ increases. Thus, as compared to 
normal injection, downstream vectoring not only increases the rate 
of surface heat transfer, but also delays blow-off and the related flow 
separation. 

The dashed curves of Figs. 1 and 2 not only portray the results for 
similarity mass transfer, but also represent the local similarity solution 
corresponding to uniform uw and vw. It is seen that the local similarity 
model does not yield accurate results for intermediate and large values 
of the injection parameter £. 

The wall shear and surface heat transfer results for upstream vec­
toring (uw < 0) with uw/u„ = -0 .25 and -0.50 are illustrated in Fig. 
3 in which the v ^ N u ^ R e ^ - 1 ' 2 results are referred to the upper ab­
scissa. As already noted and discussed in [1], dual solutions exist for 
the similarity case {uw ~ x~1/2) below a certain Rvalue for each um/u«,. 
The high shear solutions are characterized by ordinary attached-flow 
boundary layer velocity profiles, whereas the low shear solutions 
display wake-like velocity profiles [1]. The physical significance of 
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Fig. 3 Wall shear and surface heat transfer results for upstream vector­
ing 

the low shear solutions is not clear. For the case of uniform uw and vw, 
only high shear solutions could be obtained in spite of a concerted 
effort to find low shear solutions. Dual solutions for upstream vec­
toring may be a phenomenon that is particular to similarity mass 
transfer. 
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A Simple Parameterization for 
the Water Vapor Emissivity1 
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Conventionally the emissivity of water vapor, or any other gas 
whose absorption spectrum consists of rotational lines, is expressed 
as a function of three parameters, e = t(PwL, Pe, T), where e is the gas 
emissivity, Pw the water vapor partial pressure, L the appropriate 
physical dimension, Pe the effective broadening pressure, and T the 
gas temperature. For application to radiative transfer calculations, 
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Fig. 1 Hottel's emissivity results for water vapor plotted as a a function of 
the strong-line correlation parameter 

it is useful to have an analytical representation of the gas emissivity, 
and approximate formulations have been presented, for example, by 
Hottel and Sarofim [l],3 Hadvig [2], and Taylor and Foster [3]. The 
purpose of the present note is to present an extremely simple par­
ameterization of the water vapor emissivity. For this purpose we 
employ the emissivity chart of Hottel (Hottel and Sarofim [1], 
McAdams [4]), restricting our use of his emissivity chart to the pa­
rameter ranges which correspond to actual experimental measure­
ments. As discussed by Tien [5] and Penner [6], it would appear that 
Hottel's emissivity results are valid providing one excludes the ex­
trapolated portions of the emissivity chart. 

In most radiation problems of practical concern, the radiative 
transfer process corresponds to the limit of strong rotational lines (e.g., 
Penner and Varanasi [7], Rodgers [8], and Cess [9]). In this limit PWL 
and Pe do not appear as separate parameters; instead they reduce to 
one parameter formed by their product, such that t = t(PwPeL, T). 
In addition, it appears that the dependence upon temperature may 
be reduced through a temperature scaling of the pressure path length 
PWL. Goody [10], for example, indicates that for temperatures char­
acteristic of the terrestrial atmosphere, the water vapor emissivity 
is a relatively weak function of temperature when the emissivity is 
expressed in terms of absorber amount, pwL, rather than PWL, where 
pw is the partial density of water vapor. This conclusion is consistent 
with the emissivity calculations of Manabe and Wetherald [11], and 
Rodgers [8], which again refer to temperatures of atmospheric interest. 
Employing the perfect gas law, and choosing 300 K as a convenient 
reference temperature, the preceding suggests that the parameter 

X = PwPeL(300/T) (1) 

may prove useful as an emissivity correlation parameter. 
Fig. 1 illustrates Hottel's water vapor emissivity results [1,4] plotted 

as a function of the foregoing parameter and, as for the atmospheric 
applications, the emissivity is only weakly dependent upon temper­
ature. Although it would be useful to provide a physical explanation 
for this relative temperature insensitivity, there are numerous, and 
evidently competing, mechanisms which contribute to the tempera­
ture dependence of the emissivity. For present purposes we simply 
regard this weak temperature effect as a useful empirical result. 

Fig. 1 employs Hottel's emissivity chart for H20-air mixtures with 
Pe = 1 atm and PwIPe ~* 0. Thus, Pe refers to line broadening by air. 
The application of the emissivity results to broadening pressures other 
than 1 atm is automatically taken into account through use of the 
strong-line parameter PwPeL. However, if the broadening gas is not 
air, then Pe must be modified to account for the difference in line 
broadening. If we consider H20-air mixtures when Pw/Pe is not small, 
for example, then Pe = Pa + bPe, where Pa is the partial pressure of 
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transfer. 
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it is useful to have an analytical representation of the gas emissivity, 
and approximate formulations have been presented, for example, by 
Hottel and Sarofim [l],3 Hadvig [2], and Taylor and Foster [3]. The 
purpose of the present note is to present an extremely simple par­
ameterization of the water vapor emissivity. For this purpose we 
employ the emissivity chart of Hottel (Hottel and Sarofim [1], 
McAdams [4]), restricting our use of his emissivity chart to the pa­
rameter ranges which correspond to actual experimental measure­
ments. As discussed by Tien [5] and Penner [6], it would appear that 
Hottel's emissivity results are valid providing one excludes the ex­
trapolated portions of the emissivity chart. 

In most radiation problems of practical concern, the radiative 
transfer process corresponds to the limit of strong rotational lines (e.g., 
Penner and Varanasi [7], Rodgers [8], and Cess [9]). In this limit PWL 
and Pe do not appear as separate parameters; instead they reduce to 
one parameter formed by their product, such that t = t(PwPeL, T). 
In addition, it appears that the dependence upon temperature may 
be reduced through a temperature scaling of the pressure path length 
PWL. Goody [10], for example, indicates that for temperatures char­
acteristic of the terrestrial atmosphere, the water vapor emissivity 
is a relatively weak function of temperature when the emissivity is 
expressed in terms of absorber amount, pwL, rather than PWL, where 
pw is the partial density of water vapor. This conclusion is consistent 
with the emissivity calculations of Manabe and Wetherald [11], and 
Rodgers [8], which again refer to temperatures of atmospheric interest. 
Employing the perfect gas law, and choosing 300 K as a convenient 
reference temperature, the preceding suggests that the parameter 

X = PwPeL(300/T) (1) 

may prove useful as an emissivity correlation parameter. 
Fig. 1 illustrates Hottel's water vapor emissivity results [1,4] plotted 

as a function of the foregoing parameter and, as for the atmospheric 
applications, the emissivity is only weakly dependent upon temper­
ature. Although it would be useful to provide a physical explanation 
for this relative temperature insensitivity, there are numerous, and 
evidently competing, mechanisms which contribute to the tempera­
ture dependence of the emissivity. For present purposes we simply 
regard this weak temperature effect as a useful empirical result. 

Fig. 1 employs Hottel's emissivity chart for H20-air mixtures with 
Pe = 1 atm and PwIPe ~* 0. Thus, Pe refers to line broadening by air. 
The application of the emissivity results to broadening pressures other 
than 1 atm is automatically taken into account through use of the 
strong-line parameter PwPeL. However, if the broadening gas is not 
air, then Pe must be modified to account for the difference in line 
broadening. If we consider H20-air mixtures when Pw/Pe is not small, 
for example, then Pe = Pa + bPe, where Pa is the partial pressure of 
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Table 1 Values of a0 and a, as a function of temperature 
j - __ 

T (°K) aQ a (m 2atm ) 

300 0.683 1.17 

600 0.674 1.32 

900 0.700 1.27 

1200 0.673 1.21 

1500 0.624 1.15 

I0~3 10"2 10"' I 10 

X " Pw PeU300/T) 

Fig. 2 Comparison of equation (3) with Hottel's emlsslvlty results for T = 
300 K 

air, while b is the self-broadening coefficient for which Edwards and 
Balakrishnan [12] recommend 

6 = 5.0(300/7,)1-'2 + 0.5 (2) 

It is further possible to express «(X) in a simple analytical form. As 
illustrated by Cess [9], a useful analytical approximation is 

f = a0[l - exp ( - a 1 V X ) ] (3) 

This expression may be partially justified on theoretical grounds, since 
it has the asymptotic form 

e = agaiVX; axVX « 1 (4) 

which is the well-known square-root dependence for the limit of 
nonoverlapping strong lines (e.g., Penner and Varanasi [7]). Thus, 
equation (4) applies for nonoverlapping strong lines while equation 
(3) empirically accounts for line overlap. 

The form of equation (3) is identical to that which would be ob­
tained by application of the statistical model to account for line 
overlap (Goody [10]), suggesting that there may be further theoretical 
justification in the form of equation (3). But it must be realized that 
the statistical model applies only to narrow spectral intervals, whereas 
equation (3) refers to the entire infrared spectrum. The resemblance 
of equation (3) to an application of the statistical model is most likely 
coincidental, and we regard equation (3) as strictly an empirical means 
of accounting for line overlap. 

We have employed a least-squares fit of equation (3) to the emis-
sivity curves of Fig. 1 in order to evaluate an and ai as a function of 
temperature. These results are listed in Table 1 and, as would be ex­
pected, the values are only weakly dependent upon temperature. The 
values of ao and a i for 300 K differ slightly from those of Cess [9], as 
a consequence of the different method of curve fitting which has 
presently been employed. A comparison of equation (3) with Hottel's 
results is shown in Fig. 2 for 300 K. 

In Fig. 3 we illustrate a direct comparison of equation (3) with an 

Hottel 
Eq. (3) 

Temperature, °K 

Fig. 3 Comparison of equation (3) with Hottel's emlsslvlty chart for Pe = 
1 atm and P„/P, -— 0 

abbreviated version of Hottel's chart. For e > 0.1 the maximum dif­
ference between equation (3) and Hottel's values is less than 8 percent. 
Deviations for e < 0.1 are most likely due to a departure from the 
strong-line limit, and it would appear that e£0 .1 constitutes the range 
of applicability of equation (3), a limit which is not severe with respect 
to radiation problems of practical concern. Moreover, for broadening 
pressures substantially less than one atmosphere, such as arise in 
atmospheric problems, equation (3) will apply for much smaller 
emissivities, since line saturation increases with decreasing broadening 
pressure. The simplicity of equation (3) is such that it should prove 
useful in radiative transfer formulations; illustrative applications 
involving atmospheric water vapor are given by Cess [7, 13,14]. 

Equation (3) is somewhat analogous to Hottel and Sarofim's 
suggestion [1] of visualizing a real gas as a weighted sum of gray gases, 
with equation (3) corresponding to one clear gas (providing ao < 1) 
and one gray gas. The difference between Hottel and Sarofim's for­
mulation and equation (3) lies in the argument of the exponential; 
Hottel and Sarofim take this to be proportional to PWL. Since the 
emissivity of a gray gas is e = 1 — exp (—KPWL), with K the gray gas 
absorption coefficient, the equivalent "gray gas" depicted by equation 
(3) behaves differently from a conventional gray gas, with the result 
that the equivalent gray absorption coefficient is not a gas property, 
but depends upon the path length L. Hottel and Sarofim also point 
out that their formulation really requires a composite of gray gases, 
resulting in the emissivity being expressed as a sum of exponentials. 
Within the range of applicability of equation (3), however, only a 
single exponential is required as a consequence of our use of equation 
(1) as an emissivity correlation parameter. 
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Temperature Regulation of a 
Plastic-Insulated Wire in 
Radiant Heating 

Y. Jaluria1 

Introduction 
A frequently encountered process in the manufacture of plastic-

insulated wires and cables, and in several subsequent heat treatment 
operations, is that of radiation heating. This may happen during the 
curing of the plastic, the application of the insulation, the surface 
treatment for environment protection or for shielding, and during 
molding processes for obtaining a desired cable configuration [1—4].2 

Radiant heating is employed mainly because of the high rates of heat 
transfer and the generally noncontaminative medium, which might 
be of concern in convective heating. In most cases, it is essential to 
regulate the temperature of the plastic insulation. Usually this is ei­
ther in the form of a restriction on the temperature of the insulation, 
in order to avoid damage to the plastic, or a specified time for which 
the temperature must be maintained at a given level to complete the 
thermal treatment. The present study considers the thermal tran­
sients in these cases and the parameters on which the temperature 
regulation of the plastic-insulated wire depends. The methods for 
restricting and controlling the temperature of the plastic are outlined 
and the thermal transient behavior of the insulation under these 
different conditions determined. The study employs numerical 
methods to present quantitative results on this frequent problem, on 
which very little information exists at present. 

Analysis 
A detailed study of the transient heat transfer in insulated wires 

has recently been carried out by Jaluria [5]. However, this work was 
mainly concerned with the general features of heat transfer in the 
configuration under study and brought out several important aspects 
in its thermal response under various boundary conditions. The 
present study employs the analysis developed and the numerical 
method outlined in reference [5] to consider the question of temper­
ature regulation of the plastic insulation in radiant heating. 

Employing the usual nondimensionalization for transient heat 
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transfer, references [5-7], the one-dimensional radial heat transfer 
problem for the cylindrical configuration represented by long insu­
lated wires is governed by 

d2t' 1 dt' dt' 

Here the nondimensional temperature t', radial distance r', and time 
T' are given in terms of the respective physical quantities t, r, and T 
as: 

t , r , aT 

t' = - > r' = -> T' = — 2 ) 
U R R2 

where £,- is the initial temperature of the insulated wire, R its outside 
radius, and a the thermal diffusivity of the plastic. 

Since the system under study consists of a highly conducting inner 
cylinder sheathed in a plastic insulating material of low thermal 
conductivity, the temperature variation exists mainly in the insula­
tion, the conducting core being essentially isothermal. With this as­
sumption, the boundary condition at the interface between the con­
ductor and the insulation is [5]: 

„ i - p » ' a t ' 
G = — . at r' = 1 - P (3) 

2 6V cV 
where G is the thermal capacity ratio, which is defined as the ratio of 
the thermal capacity of the conductor material, (pC)c, to that of the 
plastic insulation material, (pC)p. Therefore, G = (pC)c/(pC)p, where 
p is the density and C the specific heat of the materials. P is the in­
sulation thickness ratio, which is the ratio of the thickness of the in­
sulation to the outer radius R. 

The boundary condition at the outer surface of the wire, for radiant 
heating, is: 

dt' OR 
— = — = Q„ at r' = 1 (4) 
Br' kti 

where Q is the heat flux absorbed at the surface, k the thermal con­
ductivity of the plastic and Qs a dimensionless heat flux parameter 
that thus arises. A more general boundary condition at the surface 
is one which incorporates convective heat transfer in addition to the 
radiant flux Q. This is given by: 

— = Qs + Bi(tF ' - ts'), at r' = 1 (5) 
dr' 

where Bi is the Biot number (= hR/k, h being the convective heat 
transfer coefficient), ts' is the surface temperature, and tp' the non-
dimensional fluid, or ambient, temperature. 

The governing equation (1) is solved numerically with the appro­
priate boundary conditions, employing the method outlined in [5], 
For all the results presented in the following, the thermal capacity 
ratio G of the conductor material to that of the plastic is taken as 2.0 
and the insulation thickness ratio P as 0.5. These were chosen as they 
represent typical values generally employed in practice and as the 
dependence of the transient thermal response on G and P has been 
considered in detail earlier [5]. The basic features concerning the 
temperature regulation of the plastic insulation are discussed on the 
basis of the numerical results obtained, as presented in the fol­
lowing. 

Numerical Results. The transient response of the outside and 
inner surface, or core, temperatures of the plastic insulation is shown 
in Fig. 1, for varying values of the nondimensional heat flux Qs. Fol­
lowing an initial starting transient, in which the rate of temperature 
rise is very different for the outer and inner surfaces, the temperature 
variation across the insulation approaches a value constant with time 
and the rate of temperature rise becomes the same throughout the 
insulation. This linear temperature rise, following the initial transient, 
arises from the exponential decay of nonlinear terms, as pointed out 
in reference [5]. It is observed that, for a constant heat flux input at 
the surface of the insulated wire, the temperature continues to in­
crease indefinitely. In actual practice, of course, the radiation and 
convective loss from the wire increases as the temperature rises, 
thereby allowing the insulation to attain a constant temperature. 
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Temperature Regulation of a 
Plastic-Insulated Wire in 
Radiant Heating 

Y. Jaluria1 

Introduction 
A frequently encountered process in the manufacture of plastic-

insulated wires and cables, and in several subsequent heat treatment 
operations, is that of radiation heating. This may happen during the 
curing of the plastic, the application of the insulation, the surface 
treatment for environment protection or for shielding, and during 
molding processes for obtaining a desired cable configuration [1—4].2 

Radiant heating is employed mainly because of the high rates of heat 
transfer and the generally noncontaminative medium, which might 
be of concern in convective heating. In most cases, it is essential to 
regulate the temperature of the plastic insulation. Usually this is ei­
ther in the form of a restriction on the temperature of the insulation, 
in order to avoid damage to the plastic, or a specified time for which 
the temperature must be maintained at a given level to complete the 
thermal treatment. The present study considers the thermal tran­
sients in these cases and the parameters on which the temperature 
regulation of the plastic-insulated wire depends. The methods for 
restricting and controlling the temperature of the plastic are outlined 
and the thermal transient behavior of the insulation under these 
different conditions determined. The study employs numerical 
methods to present quantitative results on this frequent problem, on 
which very little information exists at present. 

Analysis 
A detailed study of the transient heat transfer in insulated wires 

has recently been carried out by Jaluria [5]. However, this work was 
mainly concerned with the general features of heat transfer in the 
configuration under study and brought out several important aspects 
in its thermal response under various boundary conditions. The 
present study employs the analysis developed and the numerical 
method outlined in reference [5] to consider the question of temper­
ature regulation of the plastic insulation in radiant heating. 

Employing the usual nondimensionalization for transient heat 
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transfer, references [5-7], the one-dimensional radial heat transfer 
problem for the cylindrical configuration represented by long insu­
lated wires is governed by 

d2t' 1 dt' dt' 

Here the nondimensional temperature t', radial distance r', and time 
T' are given in terms of the respective physical quantities t, r, and T 
as: 

t , r , aT 

t' = - > r' = -> T' = — 2 ) 
U R R2 

where £,- is the initial temperature of the insulated wire, R its outside 
radius, and a the thermal diffusivity of the plastic. 

Since the system under study consists of a highly conducting inner 
cylinder sheathed in a plastic insulating material of low thermal 
conductivity, the temperature variation exists mainly in the insula­
tion, the conducting core being essentially isothermal. With this as­
sumption, the boundary condition at the interface between the con­
ductor and the insulation is [5]: 

„ i - p » ' a t ' 
G = — . at r' = 1 - P (3) 

2 6V cV 
where G is the thermal capacity ratio, which is defined as the ratio of 
the thermal capacity of the conductor material, (pC)c, to that of the 
plastic insulation material, (pC)p. Therefore, G = (pC)c/(pC)p, where 
p is the density and C the specific heat of the materials. P is the in­
sulation thickness ratio, which is the ratio of the thickness of the in­
sulation to the outer radius R. 

The boundary condition at the outer surface of the wire, for radiant 
heating, is: 

dt' OR 
— = — = Q„ at r' = 1 (4) 
Br' kti 

where Q is the heat flux absorbed at the surface, k the thermal con­
ductivity of the plastic and Qs a dimensionless heat flux parameter 
that thus arises. A more general boundary condition at the surface 
is one which incorporates convective heat transfer in addition to the 
radiant flux Q. This is given by: 

— = Qs + Bi(tF ' - ts'), at r' = 1 (5) 
dr' 

where Bi is the Biot number (= hR/k, h being the convective heat 
transfer coefficient), ts' is the surface temperature, and tp' the non-
dimensional fluid, or ambient, temperature. 

The governing equation (1) is solved numerically with the appro­
priate boundary conditions, employing the method outlined in [5], 
For all the results presented in the following, the thermal capacity 
ratio G of the conductor material to that of the plastic is taken as 2.0 
and the insulation thickness ratio P as 0.5. These were chosen as they 
represent typical values generally employed in practice and as the 
dependence of the transient thermal response on G and P has been 
considered in detail earlier [5]. The basic features concerning the 
temperature regulation of the plastic insulation are discussed on the 
basis of the numerical results obtained, as presented in the fol­
lowing. 

Numerical Results. The transient response of the outside and 
inner surface, or core, temperatures of the plastic insulation is shown 
in Fig. 1, for varying values of the nondimensional heat flux Qs. Fol­
lowing an initial starting transient, in which the rate of temperature 
rise is very different for the outer and inner surfaces, the temperature 
variation across the insulation approaches a value constant with time 
and the rate of temperature rise becomes the same throughout the 
insulation. This linear temperature rise, following the initial transient, 
arises from the exponential decay of nonlinear terms, as pointed out 
in reference [5]. It is observed that, for a constant heat flux input at 
the surface of the insulated wire, the temperature continues to in­
crease indefinitely. In actual practice, of course, the radiation and 
convective loss from the wire increases as the temperature rises, 
thereby allowing the insulation to attain a constant temperature. 
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Fig. 1 The transient response of the outer and inner surface, or core, tem­
peratures of the insulation for heating at various heat flux levels Qs, followed 
by no heat transfer at the surface, beyond the point where the surface tem­
perature attains a value five times the initial temperature 
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Fig. 3 The transient response of the insulated wire under combined radiation 
and convection, at heat flux Os = 5.0 with varying Biot number Bi and with 
tF=t, 
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Fig. 2 Heating of the insulated wire at a constant heat flux, Qs = 2.0, followed 
by convective cooling at various values of the Biot number Bi, for tF = t, 

However, the melt temperature of most plastics is far below this 
temperature, in industrial applications of interest, and the wire 
temperature must be restricted by some method to a value below the 
melt temperature to avoid damaging it. 

Fig. 1 shows the circumstance when the insulated wire is subjected 
to a constant heat flux till the outside surface temperature attains a 
given value. This represents the restriction on the temperature and 
is taken at a typical value of 5.0 in the given curves. The radiation is 
cut off as soon as this value is attained. The temperature variation 
that exists across the insulation at this point is a function of the heat 
flux Qs, and also of the parameters P and G, as discussed earlier. Fig. 
1 indicates the transient response of the insulation if there exists no 
external heat transfer beyond the point of heat flux cut off. The 
temperature variation across the insulation decreases sharply to give 
a uniform temperature in the insulation. The uniform temperature 
thus attained is also a function of Qs, being smaller for a larger heat 
flux. This is an obvious consequence of the greater temperature 
variation across the insulation for a larger Qs. Though Fig. 1 represents 
a hypothetical situation, it does point out the effect of a steep re­
duction in the heat flux, particularly the fact that the insulation be­
comes isothermal in a very short time. 

Considering now a more practical situation, in which the heat flux 
cut off is followed by convective cooling, the results obtained at 
varying values of the Biot number Bi, with initial heating at Qs = 2.0, 
are shown in Fig. 2. As seen from equation (5), Bi determines the rate 
of convective loss from the plastic, for ts' greater than tp', being 
greater for a larger value of Bi. Fig. 1 is the circumstance when Bi = 
0. For the curves in Fig. 2, the fluid temperature tp is taken at the 
initial temperature of the insulation, which may be the room tem­
perature. In all the curves shown, the outer surface temperature ini­
tially drops sharply, the drop being faster for larger Biot number Bi. 
The inner surface temperature continues to increase for some time 
and then gradually decreases. The final approach to the fluid tem­
perature, as expected, is a gradual process for both the temperatures. 
The observed dependence of the temperature response on Bi indicates 
that a lower value of Bi tends to keep the temperature variation across 
the insulation lower and the temperature drop from the maximum 
value attained more gradual. The fluid temperature tp may also be 
varied to control the final temperature of the plastic and the rate of 
cooling. 

The regulation of the temperature of the plastic can, therefore, be 
effectively achieved by the addition of convective heat transfer to the 
constant radiant heat flux, as given by equation (5). Fig. 3 shows the 
results for Qs = 5.0 at varying values of Bi, when tp = ti. In this cir­
cumstance, the plastic approaches a constant temperature, deter­
mined by the parameters in the problem. Though wasteful in energy, 
this method provides as excellent control over the temperature of the 
plastic insulation. By a proper choice of tp and Bi, the temperature 
variation across the insulation, the final temperature and the rate of 
temperature rise can be controlled. The main advantage of this pro­
cess is ihe high rate of heat transfer to the insulation in the initial 
stages. This is increased even more if tp is greater than £,-. As the in­
sulation heats up and ts becomes greater than tp, a control on the 
temperature is automatically exercised by an increase in the con­
vective loss. This would also allow the maintaining of a fairly iso­
thermal plastic at a given temperature for a specified period, in order 
to allow the completion of a thermal treatment process. This is par­
ticularly important in molding processes, as in coiling of wires and 
cables [4]. 

Fig. 4 shows the theoretical heat flux profile required for heating 
the insulation to a given temperature and then maintaining it at that 
temperature, assuming no heat loss from the wire. Clearly, the re­
quired variation of the heat flux with time is not easy to obtain in 
practice. Since it is desirable to obtain a fast heat up initially, a cou-

Journal of Heat Transfer NOVEMBER 1976 / 679 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///-C0RE


7.0 References 

DIMENSIONLESS T I M E f Q T / R 2 ) 

Fig. 4 The variation of the heat flux Qs, with time, required to heat the in­
sulation surface to a given temperature and then maintain it at that value. 

pling of radiant heating with convective heat transfer would allow a 
better and easier control of the process. 

As mentioned earlier, the present study is motivated by actual 
problems in industry. A few may be mentioned here. During the ra­
diant heating of plastic-insulated cables for surface treatment for 
environmental protection and for bonding with other such cables and 
with metallic shields, etc., the temperature must be maintained at a 
given value over a period of time. At the same time, the temperature 
must not rise beyond the melt temperature of the plastic. In this case, 
the addition of convection, or the proper regulation of the radiant flux, 
allows the necessary control of the insulation temperature. Similarly, 
during drying of paper-insulated wires, the temperature has to be 
raised above the boiling point of water, without burning the paper. 
Again, addition of air cooling and regulation of radiant flux has helped 
in solving this problem. A similar configuration arises in the coiling 
of telephone cords [4] in which the temperature of the plastic must 
be maintained at a given level for sometime to achieve coiling and a 
restriction on maximum temperature also exists. Convective cooling 
has been added in the process to achieve the required control. Ra­
diation flux has also been varied. Many components and connecting 
wires, which are represented by the configuration under study, are 
also often exposed to radiant heating during manufacture. In these 
cases too, the present study indicates the methods of temperature 
regulation. 

Conclusions 
An analytical study of the regulation of the transient temperature 

of a plastic-insulated wire, subjected to radiation heating, has been 
carried out. The two aspects considered in detail are the restriction 
on surface temperature and the maintenance of the temperature at 
a given value for a specified time. The problem is treated as an initial 
heating process under radiant heating with a cut off at a given tem­
perature, followed by a different heat transfer circumstance to reg­
ulate the temperature of the insulation. 

It is found that the insulation becomes isothermal, following the 
cut off, very rapidly, if no heat transfer occurs at the surface. If the 
cut off is followed by convective cooling, the temperature uniformity 
in the insulation is found to be greater at a lower value of the surface 
heat transfer coefficient h. The regulation of the temperature which 
requires raising it to a given value and maintaining it at this level can 
be theoretically achieved by a particular variation of radiant flux with 
time. However, the variation is very hard to achieve in practice and 
the best method is found to be through a proper coupling of radiant 
flux with convective cooling. The necessary regulation can then be 
achieved by varying the surface convective coefficient and the fluid 
temperature. 
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Approximate Solution for 
Convective Fins With Variable 
Thermal Conductivity 

A. Muzzio1 

Nomenclature 
h = convective heat transfer coefficient 
k = thermal conductivity 
L = length of fin 
N = dimensionless fin parameter = [2hL2/ 

kaw}in 

T = temperature 
w — thickness of fin 
x = distance from insulated end 
X = dimensionless distance = x/L 
c = thermal conductivity parameter = (kj, — 

ka)lka 

T) = fin efficiency 
8 = dimensionless temperature = (T — Ta) 

l(Tb - Ta) 
a = slope of the dimensionless thermal con­

ductivity-temperature curve 

Subscripts 

a = ambient 
b = base of fin 

Introduction 
The performance of fins (convecting, radiating, of both) has been 

shown by several workers to be significantly affected by variable 
thermal properties, particularly when large temperature differences 
exist. 

While most methods of solution of these nonlinear problems involve 
numerical procedures, recently Aziz and Enamul Huq [4]2 have pre­
sented a closed form solution for a straight convecting fin with tem­
perature dependent thermal conductivity obtained by the regular 
perturbation method. 
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Fig. 4 The variation of the heat flux Qs, with time, required to heat the in­
sulation surface to a given temperature and then maintain it at that value. 

pling of radiant heating with convective heat transfer would allow a 
better and easier control of the process. 

As mentioned earlier, the present study is motivated by actual 
problems in industry. A few may be mentioned here. During the ra­
diant heating of plastic-insulated cables for surface treatment for 
environmental protection and for bonding with other such cables and 
with metallic shields, etc., the temperature must be maintained at a 
given value over a period of time. At the same time, the temperature 
must not rise beyond the melt temperature of the plastic. In this case, 
the addition of convection, or the proper regulation of the radiant flux, 
allows the necessary control of the insulation temperature. Similarly, 
during drying of paper-insulated wires, the temperature has to be 
raised above the boiling point of water, without burning the paper. 
Again, addition of air cooling and regulation of radiant flux has helped 
in solving this problem. A similar configuration arises in the coiling 
of telephone cords [4] in which the temperature of the plastic must 
be maintained at a given level for sometime to achieve coiling and a 
restriction on maximum temperature also exists. Convective cooling 
has been added in the process to achieve the required control. Ra­
diation flux has also been varied. Many components and connecting 
wires, which are represented by the configuration under study, are 
also often exposed to radiant heating during manufacture. In these 
cases too, the present study indicates the methods of temperature 
regulation. 

Conclusions 
An analytical study of the regulation of the transient temperature 

of a plastic-insulated wire, subjected to radiation heating, has been 
carried out. The two aspects considered in detail are the restriction 
on surface temperature and the maintenance of the temperature at 
a given value for a specified time. The problem is treated as an initial 
heating process under radiant heating with a cut off at a given tem­
perature, followed by a different heat transfer circumstance to reg­
ulate the temperature of the insulation. 

It is found that the insulation becomes isothermal, following the 
cut off, very rapidly, if no heat transfer occurs at the surface. If the 
cut off is followed by convective cooling, the temperature uniformity 
in the insulation is found to be greater at a lower value of the surface 
heat transfer coefficient h. The regulation of the temperature which 
requires raising it to a given value and maintaining it at this level can 
be theoretically achieved by a particular variation of radiant flux with 
time. However, the variation is very hard to achieve in practice and 
the best method is found to be through a proper coupling of radiant 
flux with convective cooling. The necessary regulation can then be 
achieved by varying the surface convective coefficient and the fluid 
temperature. 

1 Barnes, C. C, Power Cables, Second ed., Chapman and Mall Ltd., London, 
particularly, Chapter 13, "Power Cable Manufacture" and Chapter 22, "Plas­
tic-Insulated Power Cables," 1966. 

2 Clark, F. M., Insulating Materials for Design and Engineering Practice, 
Wiley, New York, Chapter 14(1), "Insulated Wires and Conductors" and 
Chapter 3, "Insulation Technology," 1962. 

3 Kertscher, E., "Recent Developments in High Speed Insulation of Quality 
Telephone Wires," 22nd Inter. Wire and Cable Symposium, 1973; see also, 
Proceedings 19th International Wire and Cable Symposium, 1970. 

4 Hardesty, E. C, and Myers, D. L., "Coiling Spring Cords," The Western 
Electric Engineer, Ap. 1962, p. 11. 

5 Jaluria, Y., "A Study of Transient Heat Transfer in Long Insulated 
Wires," JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 
98,1976, p. 127. 

6 Carslaw, H. S., and Jaeger, J. C, Conduction of Heat in Solids, Second 
ed., Oxford, 1959. 

7 Gebhart, B., Heat Transfer, Second ed., McGraw-Hill, New York, 
1971. 

Approximate Solution for 
Convective Fins With Variable 
Thermal Conductivity 

A. Muzzio1 

Nomenclature 
h = convective heat transfer coefficient 
k = thermal conductivity 
L = length of fin 
N = dimensionless fin parameter = [2hL2/ 

kaw}in 

T = temperature 
w — thickness of fin 
x = distance from insulated end 
X = dimensionless distance = x/L 
c = thermal conductivity parameter = (kj, — 

ka)lka 

T) = fin efficiency 
8 = dimensionless temperature = (T — Ta) 

l(Tb - Ta) 
a = slope of the dimensionless thermal con­

ductivity-temperature curve 

Subscripts 

a = ambient 
b = base of fin 

Introduction 
The performance of fins (convecting, radiating, of both) has been 

shown by several workers to be significantly affected by variable 
thermal properties, particularly when large temperature differences 
exist. 

While most methods of solution of these nonlinear problems involve 
numerical procedures, recently Aziz and Enamul Huq [4]2 have pre­
sented a closed form solution for a straight convecting fin with tem­
perature dependent thermal conductivity obtained by the regular 
perturbation method. 

1 Asst. Professor, Faculty of Engineering, University of Pavia, Pavia, 
Italy. 

2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division April 12,1976. 

680 / NOVEMBER 1976 Transactions of the ASME Copyright © 1976 by ASME

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.0 

C o 

- 0 . 2 
Numerical solution 
Present method 

0.2 
—r 1— 
0.4 0.6 1.0 

- 0.6 - 0.4 - 0.2 0 0.2 0.4 0.6 

Fig. 2 Temperature distribution in convecting fins with variable thermal 
conductivity 

Fig. 1 Values of the coefficient C 

This note treats an alternative approach based on the Galerkin 
method for obtaining approximate analytical solutions. 

The results are compared with both the numerical and the per­
turbation solution. 

A n a l y s i s 
The analysis is referred to a straight rectangular convecting fin 

insulated at the tip under steady-state conditions. Both the convective 
heat transfer coefficient h and ambient fluid temperature Ta are as­
sumed uniform. These conditions may not necessarily hold in all 
cases. 

The thermal conductivity k of the fin's material is assumed to be 
a linear function of temperature according to: 

k = ka(l + <r(T - Ta)) (1) 

where ka is the thermal conductivity at temperature Ta. With refer­
ence to the sketch inserted in Fig. 3 in the one-dimensional approxi­
mation the energy balance equation gives: 

where 

P(B) = (1 + (B) 

T-Ta 

d26 /rff?\2 
+ e( 1 

dX2 \dXl 
N26 = 0 

N2-
2hL2 

t = a(Tb - Ta) 
Tb-Ta L K 

Equation (2) is to be solved with boundary conditions: 

d0 
at X = 0 = 0 

dX 

at X = 1 9 = 1 

An approximate solution is sought in the form: 

S - UX) + CMX) - ^ M + c ( - h mX cosh NX, 

(2) 

(3) 

(4) 

(5) 

cosh JV cosh 2N cosh N 

(6) 

which identically satisfies the boundary conditions (4) and (5). 
According to the Galerkin process the coefficient C is defined by 

the condition: 

f P(6)<t>r(X)dX = 0 
Jo 

(7) 

After substitution of equation (6) into equation (7) and integration 
one has: 

aC2 + PC + y = 0 (8) 

where: 

[ 2 27 1 3 

- - tanh3 2N tanh 2N + - tanh3 N + - tanh N 
3 40 3 5 

1 1 1 QPk 
+ tanh 2N tanh2 N - 4 tanh N tanh2 2N + — tanh 2N 

40 15 
, „ l - t a n h 2 i V 3 „ „ tanh2 N~\ 

tanh2TV- ^ — + -N(l - t a n h 2 N ) 2 - — 7 ^ 7 (9) 1 + tanh2 N 8 tanh N . 

Fig. 3 Efficiency of convecting fins: — numerical solution; present 
method; - • - perturbation solution [4] 
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The appropriate root of equation (8) is such tha t tC < 0; the other 
root has to be discarded since it gives rise to physically meaningless 
temperature distributions. 

In Fig. 1 the values of the coefficient C are shown plotted versus e 
with AT as a parameter. 

A comparison is made in Fig. 2 of the temperatures distributions 
B(X), obtained by the present method for different values of N and 
«, and the numerical solutions of the problem. It is observed that the 
accuracy of the approximate solution decreases as 111 increases par­
ticularly for negative values of this parameter. However, the com­
parison is remarkably good since, for t = —0.6 and N = 2, the largest 
error does not exceed 9.7 percent. 

In order to have a better accuracy with the larger | e | values the trial 
function (6) would require modification to allow greater flexibility 
in approximating the true solution. The efficiency of the fin r\ defined 

as the ratio of the actual heat transfer rate to the heat transfer rate 
of an isothermal fin at temperature Tj, is obtained from equation (8) 
as: 

r l , , ^ ,- , tanhiVT „ tanh2W "I 
V = J Q B(X)dX = — 7 7 - I 1 - C l Q > r I (12) 

N l + tanh2JVj 

The values of 77 computed from equation (12) are shown in Fig. 3 
versus e ranging from —0.6 to 0.6 for three values of AT, namely N = 
1.0, 1.5, 2.0. 

For purposes of comparison the corresponding curves obtained by 
numerical integration together with the perturbation solution [4] are 
plotted on the same figure. 

The present solution matches almost exactly the numerical solu­
tion, the maximum value of the error being 3.6 percent, while the 
perturbation solution is significantly in error for e exceeding ±0.2. 

From the analysis of the results it appears that the present solution 
can predict quite accurately the performance of fins with variable 
thermal conductivity. 
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Condensation on a Rotating Disk 
With Constant Axial Suction 

S. P. Chary1 and P. K. Sarma*2 

An excellent review of the problem of convective heat transfer in 
rotating systems has been given by Frank Kreith [l].3 The problems 
of condensation of vapors on cooled rotating disks and cones have 
been solved by Sparrow, et al. [2-4]. The effects of uniform suction 
on the steady flow due to a rotating disk has been studied by Stuart 
[5]. Jain and Bankoff [6], Yang [7], and Murthy, et al. [8] solved the 
problem of laminar film condensation on vertical surfaces with suction 
applied at the permeable wall. The results indicate profound influence 
of suction parameter on the compactness of the condenser. 

This note is an extension of the pioneering work of Sparrow and 
Gregg [2, 3] on the phenomena of condensation on a rotating disk. The 
physical configuration and the coordinate system are essentially the 
same as those outlined in [2, 3]. However, the dependant variable 
describing the velocity in Z-direction is redefined. In problems per­
taining to rotating disks, it is a standard practice to assume the ve­
locity in Z-direction to be totally independent of the radial coordinate 
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r. As such, constant /S can be added to, or subtracted from, H(rj) to 
account for blowing or suction, respectively, at the permeable wall, 
still retaining the facility and ease of applying similarity transfor­
mations and the boundary conditions as suggested by Sparrow, et al. 
[2, 3]. Thus, 

where 

Vz 

V0 

'> [H(ij) - P] (1) 

and 0 
1/2 

Vn being the suction velocity at the permeable wall and r\ being the 
dimensionless coordinate normal to the disk surface. 

Vr = r»F(v) 

V* = ru>G(r,) 

(2) 

(3) 

Substituting equations (l)-(3) in the respective equations of con­
servation of mass, momentum, and energy, and further simplifying 
the resulting set of ordinary differential equations yields: 

H"' = H" (H- 0)-- (H')2 + 2G 

G" ={H- P)G' - H'G 

6" = Prtff - (3)9' 

(4) 

(5) 

(6) 

Thus, equations (4)-(6), together with the following boundary 
conditions, will constitute a full set of equations that gives complete 
solution to the velocity and temperature distributions in the con­
densate layer. 

At the permeable wall at r\ = 0 
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r. As such, constant /S can be added to, or subtracted from, H(rj) to 
account for blowing or suction, respectively, at the permeable wall, 
still retaining the facility and ease of applying similarity transfor­
mations and the boundary conditions as suggested by Sparrow, et al. 
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the resulting set of ordinary differential equations yields: 

H"' = H" (H- 0)-- (H')2 + 2G 
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H = H' = F=0 G= 1, 

Vz = - Vo (suction velocity) 

8 = (T - TJ/iTs - Tw) = 0 (7) 

Further, assuming zero shear condition at the interface, i.e., at i\ 

= Vi 

•• G' = 0 , H": 1 (8) 

When /? is made zero the problem reduces to the case solved by 
Sparrow and Gregg [2, 3]. Then the overall energy balance can further 
be added to interpret the condensate film thickness in terms of 
CpdTlhfe, the heat capacity parameter. 

Thus, we have 

(PiHCpAT/hfg)) [H(V5) -fl = 6'(m) (9) 

H e a t T r a n s f e r Coef f i c i ent 
From a practical point of view, it is the heat transfer coefficient that 

is important and it can be calculated as follows: 

K\o>/ 

1/2 501 
(10) 

Equations (4)-(6) are solved simultaneously on IBM 360 for dif­
ferent values of TJJ employing Runge-Kutta numerical procedure with 
the necessary iterative techniques satisfying boundary conditions (7) 
and (8). The heat transfer coefficients are shown plotted in Figs. 1 and 
2 and the ranges investigated are 0.003 « Pr < 100 for 0.01 ^ /} ^ 100. 
From the plots it is obvious that as the suction parameter /3 increases, 
heat transfer rates increase for a given value of the heat capacity pa­
rameter CpAT/hfg. It is obvious that at low values of (CpAT/h(e) the 
increase in condensation heat transfer is considerable. For example: 
when (3 = 50, Pr = 10, CpAT/hfs = 0.4, and (hp/hp = 0) = 339, which 
is undoubtedly a substantial gain in the heat transfer rates within a 
practicable range of CpAT/hfg. 

Limi t ing S o l u t i o n s 
The limiting solution for very thin films of the condensate can be 

obtained making use of the equations (26)-(28) of reference [2] with 
H(ris) being replaced by [H(TH) — /}] 

Hence, we have 

H(UJ) -/3 = - [ |w3 + is] 

O'ivs) = - 1/vi 

(11) 

(12) 

CpAT/h,g * " • " •"' ' ( 1 3 ) 

The heat transfer coefficient can be obtained from equation (10) 

Thus, equations (9), (11), and (12) yield 

Pr 

'(^V*3) 
1_ 

a 
K 

(14) 
Vi, 

Thus, for given values of (3, rn we can, respectively, obtain (Pr/ 
CpAT/hfs) and the nondimensional heat transfer coefficient from 
equations (13) and (14). It is observed that the limiting solutions are 
in agreement with the computer results for small values of rji,. 

In conclusion this note presents the problem of phase transfor­
mation of vapors into liquid state in the presence of constant axial 
suction at the permeable condensing surface and the significant 
conclusion is that the heat transfer coefficient can be increased to any 
desired level by properly choosing the value of /5, the suction param­
eter. 
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discuision 

Perturbation Solution for 
Convecting Fin With 
Variable Thermal 
Conductivity1 

R. J . Krane.2 The authors have provided us with an interesting 
example demonstrating the utility of perturbation techniques in 
solving heat transfer problems. It appears, however, that they have 
incorrectly retained terms of 0(e2) in equations (13), (14), and (15) 
since there are contributions to these terms from the second-order 
solution which they do not include. This can easily be shown by 
displaying equation (13) in the following form: 

qL 
(1 + 0 -

ae i 

d + 0 

kaw(Tb-Ta) dX\x=,i 

/d60\ djhl 

W x U = i "dX\x 

Expanding and retaining terms up to 0(e2) gives 

qL _ dd0\ 

kaw(Tb-Ta) dX\x=i 

+ 2d°2\ 
+ 6Z 

i dX\ 
• • • ) 

+ C 
\dX\ 

dh\ 

= i dX\x-

+ e2(dJl 
\dX 

J 
dfhl 

dx\x- J 
where the missing terms of 0(«2) in equation (13) of the technical note 
arise from the underlined term above. This error is then propagated 
into equations (14) and (15) and Fig. 2. 

Thus, for a solution correct to 0(e), equations (13), (14), and (15) 
should read 

qL 
N tanh N(l + % e tanh2 N) (13) 

(14) 

kaw(Tb - Ta 

V = (tanh N/N)(l + ]/3 e tanh2 N) 

Fig. 1 

Authors' Closure 

6JV(1 + € tanh2 N) = sinh 2W + % e tanh N sinh2 N (15) 

The solution of the correct form of equation (15) is shown here 
plotted along with the authors' solution from Fig. 2 of the technical 
note. The original solution is shown to have an error of approximately 
6 percent at e = ±0.5. 

It is true that part of the contribution from second-order term was 
inadvertently retained in deriving equations (13), (14), and (15). The 
forms of these equations correct to 0(c) are the ones given by Prof. R. 
J. Krane. However, it has since been found that with the inclusion of 
second-order term, the perturbation solution virtually coincides with 
the numerical solution in the ranges of e and N considered previously.1 

The second-order problem is 

1 By A. Aziz and S. M. Enamual Huq, published in the May 1975 issue of the 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 97, pp. 
300-301. 

2 Asst. Professor, Department of Mechanical Engineering and Mechanics, 
West Virginia University, Morgantown, W. V. 

d2B2 

dX2' 
N28, 

<P8i 

' d X 2 

dfh 

dX 

d * o _ 2 d M « i ( 1 6 ) 

dX2 dX dX 

X = Q, — = 0 ; X = l, 02 = O (17) 

Journal of Heal Transfer NOVEMBER 1976 / 685 
Copyright © 1976 by ASME

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and the solution is3 

1 

[G-02 = - sech3 N \ I - sech2 JV cosh2 2iV 
6 L \3 

9 1 x 
- - sech JV cosh 3JV - - JV tanh JV ) cosh JVX 

8 2 / 

4 
- - sech N cosh 2/V cosh 2NX 

3 

9 1 
+ - cosh WX + -NX sinh NX 

8 2 

Based on the three-term solution, q is given by 

qL 
kaw(Tb - Ta) 

9 1 \ 
- - sech JV cosh 3N - - N tanh JV 1JV sinh JV 

8 2 / 

8 27 
- - JV sech JV cosh 2JV sinh 2JV + — JV sinh 3JV 

3 8 

+ -JV (sinh JV + JV cosh JV) | ] (19) 

The fin efficiency v is obtained by simply dividing equation (19) by 
JV2. Equation giving JVopt follows from equation (19) but is not given 

(18) here because it was found that the inclusion of second-order term does 
not appreciably alter the curve showing the relationship between JVopt 

and e obtained from the two-term solution. The authors, therefore, 
recommend the use of equation (19) for heat transfer rate and fin 
efficiency but for JVopt, the corrected solution provided by Krane may 
be used. 

= JV tanh N + -eN tanh3 JV + e2 f- JV tanh3 JV 
3 (3 

• JV tanh JV + - sech3 JV / - sech2 JV cosh2 2JV 
6 L \ 3 

3 Aziz, A., and Benzies, J. Y., "Application of Perturbation Techniques to 
Heat Transfer Problems With Variable Thermal Properties," International 
Journal of Heat and Mass Transfer, Vol. 19,1976, pp. 271-276. 

ERRATUM 

Erratum: A. S. El-Ariny, J. A. Sabbagh, and M. A. Obeid, "Laminar Film Condensation Heat Transfer in the Presence of Electric 
and Magnetic Fields," published in the Nov. 1975 issue of the JOURNAL OF HEAT TRANSFER, pp. 628-629. 

The definition of RE appearing on the third line below equation (3) should read 

RE = E/BU„ 
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